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Abstract

We perform the analysis of the focusing nonlinear Schrödinger equation on the half-line
with time-dependent boundary conditions along the lines of the nonlinear method of
images with the help of Bäcklund transformations. The difficulty arising from having
such time-dependent boundary conditions at x = 0 is overcome by changing the viewpoint
of the method and fixing the Bäcklund transformation at infinity as well as relating its
value at x = 0 to a time-dependent reflection matrix. The interplay between the various
aspects of integrable boundary conditions is reviewed in detail to brush a picture of
the area. We find two possible classes of solutions. One is very similar to the case of
Robin boundary conditions whereby solitons are reflected at the boundary, as a result
of an effective interaction with their images on the other half-line. The new regime of
solutions supports the existence of one soliton that is not reflected at the boundary but
can be either absorbed or emitted by it. We demonstrate that this is a unique feature of
time-dependent integrable boundary conditions.

Keywords: nonlinear Schrödinger equation, inverse scattering method, integrable initial-
boundary value problem.

1 Introduction

1.1 Integrable boundary conditions: an overview of the topic

The problem of characterising integrable Boundary Conditions (BCs) in classical integrable systems was
pioneered in [33] from the point of view of the two cornerstones of the area: its Hamiltonian formulation
and its Lax pair formulation. The former views the system as a Hamiltonian field theory while the latter
views it as a Partial Differential Equation (PDE). Prior to the study of integrable BCs, these two aspects
had been known to go hand in hand and the natural connection between them is most readily captured by
the classical r-matrix formalism [32]. The Lax pair formulation (resp. Hamiltonian formulation) provides
Lax pair integrability (resp. Liouville integrability): expanding the (trace of the) monodromy matrix
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T (λ) appropriately as a series in the spectral parameter λ one obtains a countable number of conserved
quantities (resp. quantities in involution).

These constructions guarantee integrability but say nothing about a possible solution method. The
culmination of the interplay between the two formulations comes from the fact the Lax pair formulation
provides a solution method known as the Inverse Scattering Method (ISM) [26] which in turns provides
a solution method for the Hamiltonian formulation. From the first point of view, the ISM provides a
nonlinear Fourier transform technique [3] while from the second point of view, it provides the action-angle
variables in the infinite dimensional Hamiltonian setting, thus offering an infinite dimensional analog of
Liouville theorem, see e.g. [23].

When it comes to integrable BCs, the two aspects initially developed together in [33] have evolved rather
independently since. We also note that the solution method aspect was not tackled in Sklyanin’s original
work. The classical Hamiltonian approach was quickly turned into its quantum counterpart [34], as this
was the original motivation for the classical r-matrix approach. The Lax pair point of view was developed
actively in its own right along the lines of [12], focusing mainly on exhibiting Lax pair integrability within
integrable field theories, but not on the solution content. The Lax pair formulation as the basis for a
solution method flourished independently as a means to solve initial-boundary value problems (IBVPs)
following Habibullin’s original work [30]. It puts forward the use of Bäcklund transformations to obtain
the nonlinear analogue of the well known mirror image method for linear PDEs. The main idea is to map
the half-line problem for an integrable PDE to an initial value problem on the full line solvable by the ISM.
The effectiveness of the method was promptly illustrated on the nonlinear Schrödinger equation (NLS)
in [8]. This led to a wealth of subsequent activity, see for instance [35, 11, 9, 22, 18, 15] for NLS, and
became known as nonlinear mirror image method following the terminology of [11]. Let us note that prior
to this important development, the idea of the mirror image method had been used in [1] to solve NLS
with Dirichlet or Neumann BCs only, by a direct application of the odd/even extension method.

Motivated by some limitations of the nonlinear mirror image method, for instance the difficulty in
dealing with dispersion relations of odd degree, as in the Korteweg-de Vries equation, Fokas and several
co-workers developed another solution method, called the unified transform or Fokas method, which does
not rely on mapping the problem to a full line problem, see [25] and references therein. Instead, the idea
is to perform the simultaneous spectral analysis of both parts of the auxiliary problem.

To summarize this panorama of the topic, integrable BCs have been developed along the following four
directions:

1. Hamiltonian formulation based on the r-matrix and the (classical) reflection equation, later gener-
alised to the dynamical reflection equation [34];

2. Lax pair formulation based initially on the condition K(λ)V (0, λ) = V (0,−λ)K(λ), later generalised
to its time-dependent version [12];

3. Solution method 1: the nonlinear mirror image method based on Habibullin’s insight;

4. Solution method 2: the Fokas method, originally motivated by some limitations of the nonlinear
mirror image method.

Links between these four aspects have only been established sparsely so far. This seems to have triggered
a lack of unity in the area for the last three decades and there is a tendency of confining oneself into one
aspect only. The present work can be seen as a continuation of the programme initiated in [5, 16] whose
goal is to bring unity in this topic. The situation is that we have now a clear picture of how the first three
aspects naturally fit together.
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To appreciate the challenge, let us first note that, since the early days of the topic, it was believed
that point 3 was different from points 1 and 2. In [30], it is said “we describe a method for constructing
integrable initial boundary value problems which is different from the one cited in [4]” where [4] refers
to Sklyanin’s work. More recently, an apparent difficulty was also noticed between points 1 and 2 and
was the main motivation behind [5]. The following observation was made: the Hamiltonian and Lax pair
approaches seem to predict different boundary matrices. Indeed, in the case of NLS, on the one hand, the
relation K(λ)V (0, λ) = V (0,−λ)K(λ) restricts the matrices K(λ) to be diagonal, of the form λσ3 + iθ 1I,
θ ∈ R. This produces the well-known Robin BCs. On the other hand, the reflection equation

r12(λ− µ)K1(λ)K2(µ)−K1(λ) K2(µ)r21(λ− µ) +K1(λ)r21(λ+ µ)K2(µ)−K2(µ)r12(λ+ µ)K1(λ) = 0 ,

allows for the general solution
K(λ) = λA+ iθ 1I , A ∈ sl(2,C) , (1.1)

which leads for NLS to BCs with two arbitrary parameters, see (2.2), generalising the Robin case which
involves only one parameter. In [5], using results from [6], we resolved this apparent discrepancy at a
general level and showed that the time-dependent generalisation (2.9) of Sklyanin’s condition naturally
derives from Sklyanin’s Hamiltonian formulation.

The results provide the connection between the first and second aspects. In [16], we applied the new
findings to the Ablowitz-Ladik model and the explicit BCs corresponding to the more general case allowed
by the reflection equation were derived. They produced new, time-dependent BCs for which the nonlinear
mirror image method was implemented for the first time. This provided the connection between points 1
and 2 and the third aspect (solution method 1). In particular, this lifts the erroneous claim in [30] that
the Bäcklund transformation approach is different from Sklyanin’s approach.

The main message is as follows: the unifying equation at the junction of all approaches is

K(t, λ) = L(0, t, λ) . (1.2)

Here K(t, λ) is Sklyanin’s reflection matrix which can depend on time in general and is a solution of
(2.9) below, and L(x, t, λ) is the matrix realising the Bäcklund transformation in Habibullin’s method. Of
course, (2.9) boils down to Sklyanin’s original equation when ∂tK(t, λ) = 02. The relation of point 4 with
the other three is only partially understood so far. In the case of a time-independent reflection matrix
K(λ), the connection with points 1 and 2 is clear since Sklyanin’s relation K(λ)V (0, λ) = V (0,−λ)K(λ)
is precisely the relation used in the Fokas method to characterise the so-called linearizable BCs. By the
above discussion, since this is also the value of L(x, t, λ) at x = 0, one can establish a connection with point
3 i.e. the nonlinear mirror image method. This task was accomplished for NLS in [10]. To our knowledge,
this is the only study, with [15], of the relation between the Fokas method and the nonlinear mirror image
method/ISM on the full line. We stress again that this only covers the time-independent case. Therefore,
from what we have explained above about the intrinsic need to allow for time-dependent BCs to unify the
first and second aspects, one needs further work to connect point 4 with the unification of the first three.

1.2 Context of the present work

This paper is a natural continuation of [5, 16] whereby we strenghten the link between the first two aspects
and the third aspect of integrable BCs. Specifically, it is known that the continuous limit of the Ablowitz-
Ladik model gives the NLS equation. If one computes the continuous limit of the time-dependent BCs

2We stress that ∂t means the total time derivative including the direct dependence on t and the dependence on t via the
fields of the theory. In our example, the latter is the origin of the time dependence.
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obtained in [16] for the Ablowitz-Ladik model, one realises that they coincide with those derived in [38] by a
completely different method. Our main goal here is to implement the nonlinear mirror image for those time-
dependent BCs for NLS. In addition to the overarching goal of our programme, this is needed for several
reasons: (i) this aspect was not touched in [38]; (ii) these BCs attracted attention recently [27, 37, 40]
but the general construction of solutions (using for instance the nonlinear mirror image method) was not
done. In [27], only pure soliton solutions were constructed using the “dressing the boundary” approach
[39]. In [37], the application of the nonlinear mirror image method to the new BCs was identified as an
open problem that should be tackled; (iii) NLS is one of the most emblematic continuous integrable models
so the programme [5, 16] should be carried out for this system.

The paper is organised as follows. In section 2, we formulate the initial-boundary value problem for
which we will implement the nonlinear mirror image method, with emphasis on the key point (1.2). In
Section 3, we collect the main results of ISM for NLS that we will need. This also serves to fix notations.
Section 4 is the main technical section which prepares the ground for a successful application of the
nonlinear mirror image method with time-dependent BCs. The essential technical difference compared to
the traditional implementation in [8] is that the value of the Bäcklund transformation matrix at x = 0
is now time dependent, see (1.2), as opposed to what happens for Robin BCs. This forces us to fix its
value at infinity instead. We revisit the Robin case from this point of view to make contact with the
well known results in this case and help the reader identify the differences between that case and the
time-dependent case. In Section 5, we show how to use the results of Section 4 in two steps in order to
implement the nonlinear mirror image method in the time-dependent case. The main results are contained
in Propositions 5.2, 5.1 and 5.4 and provide the analog for our time-dependent case of the central result
[8] for the Robin case. An essential difference is the possilibity for a new class of solutions that support
a soliton being absorbed or emitted by the boundary. We then specialise our formulas to pure soliton
solutions and recover the results of [27] as a particular case. We use these to visualise integrability of the
time-dependent BCs by plotting a two-soliton solution being reflected at the boundary which features the
graphical representation of the quantum reflection equation [34]. We also plot the new type of solutions
showing a reflected soliton together with one soliton being absorbed by the boundary (see Fig. 3 and 4).
Conclusions and outlooks are collected in Section 6. Some lengthy proofs are gathered in Appendices.

2 Formulation of the problem: NLS with time-dependent boundary
condition

We consider the focusing nonlinear Schrödinger equation for the complex-valued function u(x, t) on the
half-line

iut + uxx + 2|u|2u = 0 for x ≥ 0, t ≥ 0 , (2.1)

where the indices t, x denote partial derivatives. The initial data u(x, 0) = u0(x) is assumed to be in the
Schwartz space S(R+) and we impose the following boundary conditions (BCs) at x = 0,

uxx + (α2 + β2)u± 2ux
√
α2 − |u|2 = 0, (2.2)

where α and β are real parameters characterizing the BCs. Without loss of generality, we can fix α, β > 0.
Note that the BCs can equivalently be written as follows, by continuing u and its derivatives to x→ 0 and
using the bulk equation of motion,

iut = (α2 + β2)u− 2|u|2u± 2ux
√
α2 − |u|2 . (2.3)
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These BCs correspond to the third boundary condition studied in [29] by a completely different method
(the symmetry approach). We note also that, to our knowledge, the associated boundary matrix (see
equation (2.6) below) was derived first in [38], again using a different method (the Bäcklund transformation
approach to integrable boundaries and defects). The construction of multisoliton solutions for the boundary
conditions (2.2) was initiated in [27, 37]. From our point of view, the BCs (2.3) represent the continuous
limit of those found in [16], in the same way as the NLS is the continuous limit of the Ablowitz-Ladik
model.

The bulk equation of motion and the BCs are integrable in the sense that there exits a zero curvature
formulation for them. Define

U(x, t, λ) =

(
−iλ u(x, t)

−u∗(x, t) iλ

)
≡ −iλσ3 +Q(x, t), (2.4)

V (x, t, λ) = −2iλ2σ3 + 2λQ(x, t)− iQx(x, t)σ3 − iQ2(x, t)σ3, (2.5)

K(t, λ) =
1

(2λ− β)2 + α2

(
−4λ2 − 4iλH(t) + α2 + β2

)
, (2.6)

where

H(t) =

(
±
√
α2 − |u(0, t)|2 u(0, t)

u∗(0, t) ∓
√
α2 − |u(0, t)|2

)
. (2.7)

The choice of sign in (2.7) corresponds to the ones in the BCs. The normalisation of K(t, λ) is chosen so that
K−1(t, λ) = K(t,−λ). Note that σ3 stands for the usual third Pauli matrix defined as σ3 = diag(1,−1).
The asterisk denotes complex conjugate. Then, the bulk equation of motion (2.1) and the BCs (2.3) are
equivalent to

Ut(x, t, λ)− Vx(x, t, λ) + [U(x, t, λ), V (x, t, λ)] = 0 , (2.8)

Kt(t, λ) = V (0, t,−λ)K(t, λ)−K(t, λ)V (0, t, λ) . (2.9)

In turn, this ensures (at least locally) the existence of a 2× 2 matrix Ψ(x, t, λ) such that for x ≥ 0,

Ψx(x, t, λ) = U(x, t, λ) Ψ(x, t, λ), (2.10)

Ψt(x, t, λ) = V (x, t, λ) Ψ(x, t, λ) , (2.11)

Ψ(0, t,−λ) = K(t, λ) Ψ(0, t, λ) . (2.12)

Eq. (2.12) signals the presence of an additional Z2 symmetry of the wavefunction Ψ evaluated at x = 0.
Its compatibility with (2.11) continued to x = 0 yields (2.9). The connection of Eq. (2.12) with (2.10) is
more subtle and is at the basis of the Bäcklund transformation approach to integrable BCs initiated in [8]
which we will review in section 4.

Symmetries for the NLS equation. The following symmetry of the NLS Lax pair holds

NA(x, t, λ∗)∗N−1 = A(x, t, λ) , with N =

(
0 −1
1 0

)
and A = U, V . (2.13)

The asterisk denotes (componentwise) complex conjugation. This implies in particular that the wavefunc-
tion satisfies the symmetry

NΨ(x, t, λ∗)∗N−1 = Ψ(x, t, λ)M(λ) , (2.14)
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where M(λ) is determined for instance by fixing the asymptotic behaviour of Ψ, e.g. Jost solutions. All
related objects such as the scattering matrix and the Bäcklund matrices that we will use in this paper also
satisfy this reduction symmetry. In particular, we have

NK(t, λ∗)∗N−1 = K(t, λ) , (2.15)

which boils down to NH(t)∗N−1 = −H(t).

Absorption/emission of one soliton by/from the boundary. Before diving into the inverse scat-
tering method and the nonlinear mirror image method to construct solutions to the present problem on the
half-line, we exhibit the simplest new solution that our results predict whereby one soliton can disappear
or appear at the boundary. The following one-soliton solution, defined for x, t ≥ 0,

u(x, t) =
αeiφ ei(α

2−β2)t+iεβx

cosh(α(x− x0 − 2εβt))
, ε = ±1 , (2.16)

satisfies the focusing NLS equation and the boundary condition (2.3). The parameters φ and x0 are the
arbitrary phase and position shifts. We note that the velocity ±β and amplitude α are controlled by
the boundary parameters. It was already observed in [37] that this solution satisfies the time-dependent
boundary conditions. However the interpretation in terms of absoption or emission of a soliton was missing
there. Our results show that this is the simplest instance of this phenomenon. A more complicated scenario
is illustrated in Figs 3 and 4. The sign ε in (2.16) corresponds to the sign in (5.13) of the general construction
below. For x0 > 0 and ε = −1 in (2.16), the soliton disappears from the half-line x > 0 after a time t ∼ x0

2β .
For x0 < 0 and ε = 1 in (2.16), the soliton appears on the half-line x > 0 after a time t ∼ − x0

2β . As we
will see, this solution is a special case of a new class of solutions allowed by the time-dependent boundary
conditions that we investigate. It breaks the intuition developed so far by the nonlinear mirror image
method in that such a single soliton being emitted or absorbed has no mirror counterpart. The bulk
density is defined by

N(t) =

∫ ∞
0
|u(x, t)|2 dx . (2.17)

For the solution (2.16), a direct calculation yields

N(t) = α+ α tanh(α(x0 + 2εβt)) . (2.18)

It is clear that this is a time-dependent quantity. Its time behaviour is consistent with the picture of
the one soliton being emitted or absorbed by the boundary. By this we mean, that the value of N(t) as
t→ ±∞ interpolates between 2α (soliton present on the half-line) and 0 (soliton absent on the half-line).
Other examples of exact solutions are discussed in Section 5.3. In particular, solutions with one soliton
absorbed and one reflected are displayed in Fig. 3 and 4.

What about integrability? One naturally wonders what this means given that we claim that we are
dealing with (time-dependent) integrable boundary conditions, yet the bulk density (2.17) is not conserved
in time. This is drastically different from the situation on the full line or even from the case with Robin
boundary conditions. In the latter case, based on ideas in [14], it was shown in [18] that a generating
function for the conserved quantities is given by,

I(t, λ) =
1

2

∫ ∞
0

u(x, t)(Γ(x, t, λ)− Γ(x, t,−λ)) dx , (2.19)
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where Γ = Ψ2Ψ−1
1 and Ψ1,2 are the components of the vector solution Ψ(x, t, λ) =

(
Ψ1(x, t, λ)
Ψ2(x, t, λ)

)
satisfying

(2.10)-(2.12). Let us drop the argument x, t, λ for conciseness whenever this does not lead to confusion.
In the time-dependent case, we shall show that I(t, λ) is not conserved in time but that we can identify

the correct boundary contribution which yields a generating function of conserved quantities as

I(t, λ) = I(t, λ)−K(t, λ) , (2.20)

where

K(t, λ) =
1

2
ln (K11(t, λ) +K12(t, λ)Γ(0, t, λ)) . (2.21)

The proof goes as follows. A direct calculation using (2.10)-(2.11) yields

∂t(uΓ) = ∂x(V11 + V12Γ) . (2.22)

This can be used for Γ(x, t, λ) and for Γ(x, t,−λ) to yield

∂tI(t, λ) =
1

2
(−(V11(0, t, λ) + V12(0, t, λ)Γ(0, t, λ)) + (V11(0, t,−λ) + V12(0, t,−λ)Γ(0, t,−λ))) . (2.23)

We now use (2.12) to obtain

Γ(0, t,−λ) = (K21(t, λ) +K22(t, λ)Γ(0, t, λ))(K11(t, λ) +K12(t, λ)Γ(0, t, λ))−1

and we use (2.9) to eliminate V11(0, t,−λ) and V12(0, t,−λ). We get, after some cancellations

∂tI(t, λ) =
1

2
(∂tK11(t, λ) + ∂tK12(t, λ)Γ(0, t, λ)) (K11(t, λ) +K12(t, λ)Γ(0, t, λ))−1 (2.24)

+
1

2
K12(t, λ)

(
V21(0, t, λ)− 2λV11(0, t, λ)− V12(0, t, λ)Γ2(0, t, λ)

)
(K11(t, λ) +K12(t, λ)Γ(0, t, λ))−1 .

It remains to note that (2.5) implies the following Riccati equation in time for Γ

V21(0, t, λ)− 2λV11(0, t, λ)− V12(0, t, λ)Γ2(0, t, λ) = ∂tΓ(0, t, λ) .

With this, we deduce

∂tI(t, λ) =
1

2
∂t ln (K11(t, λ) +K12(t, λ)Γ(0, t, λ)) . (2.25)

This shows that ∂tI(t, λ) 6= 0 but leads naturally to introduce K(t, λ) as in (2.21) and

∂tI(t, λ) = ∂t (I(t, λ)−K(t, λ)) = 0 , (2.26)

which shows the announced result.
Let us remark that for Robin boundary conditions, since K is diagonal and time independent (see

Eq. (4.17)), K12(t, λ) = 0 and K11(t, λ) = λ, the previous equation simplifies and shows I(t, λ) is the
generating series for an infinite numbers of conserved quantities without needing K(t, λ). However, for
the time-dependent boundary conditions we study here, this is not the case and K(t, λ) is indeed time-
dependent and exactly compensates for the loss of conservation in time of I(t, λ). Integrability holds for
the system “half-line+boundary” while the half-line only can be thought as being an open system coupled
to a boundary that acts as a reservoir.
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We should clarify how to compute the conserved quantities which are the coefficients of the generating
series I(t, λ) =

∑∞
n=0

In(x,t)
(2iλ)n . This computation is based on the fact that Γ satisfies the following Riccati

equation
Γx = −u∗ + 2iλΓ− uΓ2 ,

and it admits a series expansion in 1/λ,

Γ(x, t, λ) =

∞∑
n=1

Γn(x, t)

(2iλ)n
.

This allows one to obtain the quantities I2n−1 =
∫∞

0 (uΓ2n−1) dx recursively from

Γ1 = u∗ , Γn+1 = (Γn)x + u
n−1∑
k=1

ΓkΓn−k .

This gives I1 =
∫∞

0 |u(x, t)|2 dx which is not conserved on its own from (2.18) as mentioned previously.
However, our formula (2.26) tells us that the combination3

I1 = I1 −K1 =

∫ ∞
0
|u(x, t)|2dx±

√
α2 − |u(0, t)|2 (2.27)

will be conserved in time. For our example (2.16), we have I1 = N(t) found in (2.18). Noticing that the ±
sign in front of the square root is equal to4 −sign(x0 + 2εβt) we have ±

√
α2 − |u(0, t)|2 = −α tanh(α(x0 +

2εβt)), hence the result. Similarly, the Hamiltonian of this system can be recognized in I3 and can be
computed exactly

I3 = −
∫ ∞

0

(
|ux(x, t)|2 − |u(x, t)|4

)
dx∓ 3β2 − α2 − 2|u(0, t)|2

3

√
α2 − |u(0, t)|2 . (2.28)

Again, for solution (2.16), a direct computation gives∫ ∞
0

(
|ux(x, t)|2 − |u(x, t)|4

)
dx = α tanh (α(x0 + 2εβt))

3β2 − α2 − 2|u(0)|2

3
(2.29)

and conservation in time of I3 holds using again the value of ±
√
α2 − |u(0, t)|2 given above. Note that

expressions (2.27) and (2.28) were obtained in [38] using Sklyanin’s double-row formalism. However, the
generating function K for the boundary contribution was not identified there.

3 Review of the Inverse Scattering Method (ISM)

The nonlinear mirror image approach to initial-boundary value problems relies on the use of ISM, initially
developed to construct solutions of Initial Value Problems (IVPs) for integrable nonlinear PDEs. Therefore,
in this section we briefly outline the ingredients we need from ISM applied to the NLS equation (2.1) with
the initial condition in S(R). More general functional spaces are possible but our aim in this paper is to
focus on methods and ideas rather than on technicalities related to functional spaces. The basis of the
method relies on the spectral analysis of (2.10) at t = 0 to get the initial scattering data (direct part). The

3Here and in the next formula, we have dropped irrelevant constants related to the normalisation of the matrix K.
4This can be found by checking the boundary condition (2.2) for solution (2.16).

8



key point is that, under the time evolution induced by (2.11), the time evolution of the scattering data is
linear. The inverse part consist in using the time evolved scattering data in the reconstruction formula for
the solution of NLS.

Specifically, hereafter C+ and C− are the upper and lower complex plane respectively, that is, C+ =
{λ ∈ C | Im(λ) > 0}, C− = {λ ∈ C | Im(λ) < 0}, and C± is the closure of C± containing the real line.

3.1 Direct part

Given the initial data u(x, t = 0) = u(x) ∈ S(R), the construction of the scattering data is achieved by
considering the unique 2 × 2 fundamental matrix solutions of (2.10) at t = 0, denoted by Ψ±(x, λ) and
called Jost solutions, which satisfy (see e.g. [1, 4])

lim
x→±∞

Ψ±(x, λ)eiλxσ3 = 1I, λ ∈ R. (3.1)

We denote by Ψ
(1)
± (x, λ) and Ψ

(2)
± (x, λ) the first and second column of Ψ±(x, λ), respectively. It can be

shown (see, e.g. [3, 4, 7, 31]) that Ψ
(1)
± (x, λ) and Ψ

(2)
∓ (x, λ) are continuous on C∓ and have an analytic

continuation in C∓. From (2.10) and (3.1), one deduces that Ψ+(x, λ) and Ψ−(x, λ) have determinant
equal to 1 and hence are two fundamental solutions of (2.10) for λ ∈ R. Therefore, they must be related
as

Ψ+(x, λ) = Ψ−(x, λ)S(λ) , λ ∈ R , (3.2)

where the matrix S(λ) is called the scattering matrix associated to u(x) or Q(x) =

(
0 u(x)

−u∗(x) 0

)
. The

wavefunctions Ψ±(x, λ) satisfy the symmetry relation (2.14) with M = 1I. We deduce that Ψ±(x, λ)∗ =
N−1Ψ±(x, λ)N and

S(λ) =

(
a∗(λ) −b∗(λ)
b(λ) a(λ)

)
, λ ∈ R, (3.3)

where a(λ) and b(λ) are complex-valued functions defined on R. The matrix S(λ) is uni-modular, that is
detS(λ) = 1. Explicitly, we have |a(λ)|2 + |b(λ)|2 = 1, λ ∈ R. From (3.2) it follows

a(λ) = det
(

Ψ
(1)
− (x, λ),Ψ

(2)
+ (x, λ)

)
, a∗(λ) = −det

(
Ψ

(2)
− (x, λ),Ψ

(1)
+ (x, λ)

)
. (3.4)

Hence a(λ) (resp. a∗(λ)) is continuous on C+ (resp. C−) and has an analytic continuation on C+ (resp.
C−). Note that in this setting (that is, u ∈ S(R)) b(λ) is continuous on R as well, but cannot be continued
analytically into any region of C. Hereafter, whenever we mention any column of Jost matrix solutions
Ψ±(x, λ) (or a(λ), a∗(λ)), we always refer to their analytic continuation on the appropriate region of the
complex plane.

The continuous scattering coefficient a(λ) may have zeroes in C+. In such a case, we will make the
standard assumption that there is a finite number n of simple zeros λk, k = 1, . . . , n. Following the
terminology used in [7], potentials u(x) that lead to such a property of the continuous scattering coefficient
a(λ) are called generic potentials. In what follows, all potentials are assumed to be generic. Thus the

first equation in (3.4) implies Ψ
(1)
− (x, λk) = γ(λk)Ψ

(2)
+ (x, λk), where the proportionality constants γ(λk)

are called norming constants. The quantities c(λk) = γ(λk)
a′(λk) , k = 1, . . . , n, are sometimes used instead

of γ(λk) and are also referred to as norming constants. We will use both depending on our needs. The
zeroes and norming constants together form the so-called discrete scattering data. The reflection coefficient,
denoted r(λ), is a complex-valued function defined as r(λ) = b(λ)

a(λ) for λ ∈ R. It has been shown in [7] that
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r(λ) ∈ S(R) with the property ‖r‖∞ < 1. The discrete scattering data and the reflection coefficient form
the scattering data necessary for the direct and inverse part of the method as we now recall.

Definition 3.1. The map S associates to u ∈ S(R) its scattering data, namely

S : S(R) −→ S(R)× (C+)n × (C)n

u 7−→ (r, λ1, . . . , λn, c(λ1), . . . , c(λn))

3.2 Inverse part

The inverse of the map S can be obtained via the following normalized Riemann-Hilbert problem (see e.g.
[21] for details). Given (r, λ1, . . . , λn, c(λ1), . . . , c(λn)), construct the (unique) 2×2 matrix function µ(x, λ)
which satisfies the following properties:

• Analyticity. µ(x, λ) is analytic in C\ (R ∪ {λ1, . . . , λn, λ
∗
1, . . . , λ

∗
n});

• Jump condition. It has continuous boundary values on the real line µ±(x, λ) := lim
ε→0+

µ(x, λ± iε),
λ ∈ R, satisfying the jump condition

µ+(x, λ) = µ−(x, λ)v(x, λ), λ ∈ R,

where the jump matrix is given by

v(x, λ) :=

(
1 + |r(λ)|2 −r∗(λ)e−2iλx

−r(λ)e2iλx 1

)
;

• Residues. µ(x, λ) has simple poles at λk, λ
∗
k for k = 1, . . . , n, and the residues are given by

Res
λ=λk

µ(x, λ) = lim
λ→λk

µ(x, λ)

(
0 0

c(λk)e2iλkx 0

)
, Res
λ=λ∗

k

µ(x, λ) = lim
λ→λ∗

k

µ(x, λ)

(
0 −c∗(λk)e−2iλ∗

kx

0 0

)
; (3.5)

• Normalisation. µ(x, λ)→ 1I as λ→∞.

Definition 3.2. The map P takes (r, λ1, . . . , λn, c(λ1), . . . , c(λn)) ∈ S(R)× (C+)n × (C)n to

u(x) = 2i(µ1(x))12, for all x ∈ R,

where µ(x, λ) is the unique solution of the above normalised Riemann-Hilbert problem with µ(x, λ) =

1I + µ1(x)
λ +O

(
1
λ2

)
as λ→∞.

The following fundamental result yields the relation between the direct and inverse parts of the ISM at
some fixed time t = 0.

Theorem 3.3. [22] The maps S and P are continuous and inverse to each other.
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3.3 Time evolution

The effectiveness of the method now comes from the compatibility of the above construction with the
time evolution: as the initial data u evolves in time according to NLS, the scattering data evolves in time
linearly. Specifically, we have the following. Given a generic potential u(x) ∈ S(R), the solution u(x, t) of
the NLS equation with u(x, t = 0) = u(x) is generic, belongs to S(R) and the scattering data associated
to u(x, t) or Q(x, t) for all t ≥ 0 are given by

r(t, λ) = r(λ)e2iλ2t and c(t, λk) = c(λk)e
2iλ2kt. (3.6)

Therefore the ISM can be summarized as follows: apply the map S to u(x) ∈ S(R), evolve the scattering
data in time using formulae (3.6), and then apply the map P to obtain the solution u(x, t) at time t > 0
of the NLS equation (2.1) with u(x, t = 0) = u(x).

3.4 Multisoliton solutions

The scattering coefficient a(λ) associated with the pure multi-soliton solutions (i.e. r(λ) = 0 identically)
reads

a(λ) =
n∏
k=1

λ− λk
λ− λ∗k

.

where λ1, . . . , λn ∈ C+ are the zeros of a(λ) in the upper half-plane. In this case, the map P is known
explicitly and one gets the pure n-soliton as (see e.g. [2, 23])

u(x, t) = 2i
detPb
detP

, (3.7)

where Pb =

(
0 c
1 P T

)
, with 1 = (1, . . . , 1)T , c = −

(
c∗(λ1)e−2i(λ

∗
1x+2λ∗2

1 t), . . . , c∗(λn)e−2i(λ
∗
nx+2λ∗2

n t)
)
, and

P = (pm,j)1≤m,j≤n , pm,j = δm,j + c∗(λm)e−2i(λ∗mx+2λ∗2m t)
n∑
k=1

c(λk)e
2i(λkx+2λ2kt)

(λ∗m − λk)(λk − λ∗j )
.

4 Bäcklund transformation approach to integrable BCs

To apply the nonlinear mirror image method to the time dependent conditions considered in this paper,
we need to construct a Bäcklund matrix whose the value at x = 0 equals K(t, λ) with K(t, λ) given by
(2.6) and depends on time. This poses a challenge if one tries to use the traditional approach. Indeed,
usually, the Bäcklund transformation is computed at t = 0 using the differential equation it should satisfy
and imposing the boundary value at x = 0, and then evolve it in time in a compatible manner. This works
well if the boundary value at x = 0 is indeed time-independent (as in the Robin case) but appears to be a
difficult task in our time-dependent case.

Therefore, we will employ a different strategy to overcome this problem. The idea is to exploit the fact
that we can fix the boundary value of the Bäcklund transformation as x→∞, which is time-independent
even in our case, as opposed to the value at x = 0. This discussion suggests that we need to first review
the properties of Bäcklund transformations in detail in a way that is tailored for our needs. This is what
we do in the first subsection before moving on to revisiting the Robin case to show how our new strategy
brings completely equivalent results (as it should).
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4.1 Review of Bäcklund transformations

4.1.1 Transformation of the potential

In what follows Q(x) denotes a 2 × 2 off-diagonal matrix of the form Q(x) =

(
0 u(x)

−u∗(x) 0

)
with

u(x) ∈ S(R). We may have the case u(x) ∈ S(R±). We start with the following lemma which is at the
basis of our construction of the required Bäcklund transformation.

Lemma 4.1. Let u(x) ∈ S(R) and suppose that the 2× 2 matrix P (x) satisfies the differential equation

Px =

[
iρ

2
σ3 −Q+ iσ3Pσ3, Pσ3

]
σ3 , (4.1)

with ρ ∈ R and

lim
x→+∞

P (x) =
iγ+

2
1I, γ+ ∈ R\{0}. (4.2)

Then, P (x) has the following properties:

(a) diagonal asymptotic at −∞,

lim
x→−∞

P (x) =
iγ−
2

1I , with γ2
− = γ2

+ .

(b) [σ3, P (x)σ3] ∈ S(R).

This is of course a standard result of the dressing method. However, for the reader’s convenience, we
found it useful to give a self-contained proof presented in Appendix A. It also provides the details we need
concerning the various cases γ− = ±γ+ that we could not find in one place in the literature. They are
summarised as follows:

a. If γ+ < 0 and λ+ = −ρ+iγ+
2 is not a simple zero of a(λ) then

{
γ− = γ+ , if µ2 = 0 in (A.10) ,

γ− = −γ+ , if µ2 6= 0 in (A.10) .

The first case µ2 = 0 is rarely mentioned in the literature since it is rather “useless” from the
point of the view of the dressing method: it does not create a new zero for a(λ), see formula (4.9)
below. However, it does allow for the case γ− = γ+ when γ+ < 0 and λ+ = −ρ+iγ+

2 is not a simple
zero of a(λ), a case that cannot be overlooked in construction of the mirror image approach for the
time-dependent BCs in Section 5.

b. If γ+ < 0 and λ+ is a simple zero of a(λ) then γ− = −γ+.

c. If γ+ > 0 and λ+ is not a simple zero of a∗(λ) then γ− = γ+.

d. If γ+ > 0 and λ+ is a simple zero of a∗(λ) then γ− = −γ+.

Case a. shows a small subtlety related to our approach of fixing P (x) by its limit at ∞. The freedom in
µ2 indicates that P (x) is not uniquely determined when γ+ < 0 and u(x) is such that λ+ is not a simple
zero of a(λ). In general, one would also need to specify whether µ2 = 0 or not. As we explained, if the
goal was to create a soliton on a given background solution u(x), one would naturally choose µ2 6= 0. This
freedom will not be a problem for the application of the Bäcklund transformation to the half-line problem.
The additional symmetry coming from the folding of u(x) will fix uniquely the structure of a(λ) relative to
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whether γ− = γ+ or γ− = −γ+. With this in mind, we proceed with the fact that P (x) can be constructed
uniquely as in the above proposition (fixing µ2 as required if we are in case a.).

Given a potential Q(x) as above, we get P (x) as the solution of the differential equation (4.1)-(4.2),
and we define the following Bäcklund matrix

L(x, λ) =
(
λ+

ρ

2

)
σ3 + P (x) , ρ ∈ R . (4.3)

The differential equation satisfied by P (x) is equivalent to L(x, λ) solving the familiar gauge transformation
equation

Lx(x, λ) = Ũ(x, λ)L(x, λ)− L(x, λ)U(x, λ) , (4.4)

where Ũ(x, λ) = −iλσ3 + Q̃(x) with Q̃(x) given by

Q̃(x) = −Q(x) + i[σ3, P (x)σ3] . (4.5)

In turn, this ensures that if Ψ(x, λ) is a solution of (2.10) at t = 0, and we define

Ψ̃(x, λ) := L(x, λ)Ψ(x, λ) , (4.6)

then Ψ̃(x, λ) solves Ψ̃x(x, t) = Ũ(x, λ)Ψ̃(x, λ). The new potential Q̃(x) given by (4.5) belongs to S(R) as
a consequence of Lemma 4.1.

Definition 4.2. The map
Lρ,γ+ : S(R) −→ S(R)

Q 7−→ Q̃ = Lρ,γ+ [Q],

is called the Bäcklund transformation (BT) of Q(x) with respect to (ρ, γ+). We will use the same termi-
nology and notation at the level of the entries ũ(x) and u(x).

The content of Lemma 4.1, part (b) can be restricted to the half-line R+ with u(x) ∈ S(R+). This gives
a matrix L(x, λ) as in (4.3) and defined on R+. We denote the corresponding map as L+

ρ,γ+ : Q 7→ Q̃ =
L+
ρ,γ+ [Q]. Similarly, we can restrict to R−, with u(x) ∈ S(R−) but with the understanding that we could

fix P (x) at −∞, i.e. P (x)→ iγ
2 1I as x→ −∞, γ ∈ R\{0}. The corresponding Bäcklund transformation of

Q(x) (x < 0) with respect to (ρ, γ) will be denoted by the map L−ρ,γ : Q 7→ Q̃ = L−ρ,γ [Q].

Lemma 4.3. [22]

1. If Q(x) ∈ S(R) then RL−ρ,γ−RLρ,γ+ [Q] = Q,

2. If Q(x) ∈ S(R±) then RL±ρ,γ± [Q](x) ∈ S(R∓), RL−−ρ,γ−RL
+
ρ,γ+ [Q] = Q, and RL+

−ρ,γ+RL
−
ρ,γ− [Q] = Q,

where RQ(x) ≡ −Q(−x).

Proof: The strategy of this proof is similar to the one given in [22]. So, we highlight the main differences.
Assume Q(x) ∈ S(R) and let P (x) be the solution of (4.1)-(4.2). Define

Q2(x) = −Q̃(−x) = RLρ,γ+ [Q](x), P2(x) = σ3P (−x)σ3.

We have Q(−x) = −Q̃(−x) + i[σ3, P (−x)σ3] = − (−Q2(x) + i[σ3, P2(x)σ3]) . The matrix P (x) admits the
symmetry P (x) = −σ3P

†(x)σ3. A direct calculation shows that

(P2(x))x = − iρ
2

[σ3, P2(x)] + (−Q2(x) + i[σ3, P2(x)σ3])P2(x)− P2(x)Q2(x)
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Taking into consideration the fact that lim
x→+∞

P2(x) = lim
x→−∞

P (x) =
iγ−
2

1I, we conclude that Q̃2(x) =

−Q2(x) + i[σ3, P2(x)σ3] = −Q(−x) which means RL−ρ,γ− [Q2](x) = Q(x) and proves the first point of the
Lemma. The second point is proven similarly.
It follows from this lemma that the map Lρ,γ+ : S(R)→ S(R) is a bijection. The same conclusion can be
drawn for L±ρ,γ± : S(R±)→ S(R±). Note that if Q(x) ∈ S(R), then

(
Lρ,γ+ [Q](x)

)
|R± = L±ρ,γ± [Q|R± ] (x).

4.1.2 Transformation of the scattering data

Here we review the relation between the scattering data associated to u(x) and the data associated to
ũ(x) = Lρ,γ+ [u](x), the latter being designated with a tilde on the relevant objects.

Lemma 4.4. The relation between the scattering matrix S(λ) associated to u(x) and the scattering matrix
S̃(λ) associated to ũ(x) reads

S̃(λ) = ((2λ+ ρ)σ3 + iγ−1I) S(λ) ((2λ+ ρ)σ3 + iγ+1I)−1 . (4.7)

Explicitly, for the coefficients, one gets

b̃(λ) = −2λ+ ρ− iγ−
2λ+ ρ+ iγ+

b(λ), λ ∈ R, (4.8)

ã(λ) =
2λ+ ρ− iγ−
2λ+ ρ− iγ+

a(λ), λ ∈ C+\
{
−ρ+ iγ+

2

}
. (4.9)

In the case γ− = γ+, a(λ) and ã(λ) have the same zeros λ1, . . . , λn. The norming constants γ(λ1), . . . , γ(λn)
associated to u(x), and γ̃(λ1), . . . , γ̃(λn) associated to ũ(x) are related by

γ̃(λk) = −2λk + ρ− iγ+

2λk + ρ+ iγ−
γ(λk). (4.10)

Proof: See for instance the proof of [22, Proposition 4.10].

Proposition 4.5. Let u(x) ∈ S(R) and P (x) be a solution of (4.1)-(4.2). The properties of P (x) imply
that we have the following useful explicit representation of L in terms of u and ũ = Lρ,γ+ [u],

L(x, λ) =
(
λ+

ρ

2

)
σ3 + P (x) , P (x) =

i

2

ε(x)
√
γ2

+ − |ũ+ u|2 ũ+ u

−(ũ+ u)∗ ε(x)
√
γ2

+ − |ũ+ u|2

 , (4.11)

where ε(x) is a sign function completely determined by γ+ and u. By construction, we have

γ2
+ − |ũ(x) + u(x)|2 ≥ 0 , ∀x ∈ R .

Finally,

L−1(x, λ) = σ3

(
λ+ ρ

2

)
σ3 − P (x)(

λ+ ρ
2

)2
+

γ2+
4

σ3. (4.12)
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Proof: This result was given e.g. in [14] but we give here more details, especially on the function ε(x) which
takes value ±1. The starting point is the construction of P (x) as in Appendix A, see (A.4), which gives

P (x) =

(
C(x) D(x)
D∗(x) C(x)

)
, C(x) =

iγ+

2

|ξ1(x)|2 − |ξ2(x)|2

|ξ1(x)|2 + |ξ2(x)|2
, D(x) = − iγ+

2

ξ2(x)∗ξ1(x)

|ξ1(x)|2 + |ξ2(x)|2
.

A direct calculation then gives that detP (x) = −γ2+
4 1I so that C(x)2 = −γ2+

4 + |D(x)|2. Since C∗(x) =

−C(x), we deduce |C(x)|2 =
γ2+
4 − |D(x)|2 ≥ 0. Next, formula (4.5) gives D(x) = i

2(u(x) + ũ(x)). Hence,

γ2
+ − |u(x) + ũ(x)|2 ≥ 0 .

Combining everything, we have C(x) = iε(x)
2

√
γ2

+ − |u(x) + ũ(x)|2 , where ε(x)2 = 1 gives the sign in front

of the square root. We can determine its value by comparing the two expressions for C(x), yielding

ε(x)|γ+|
√

1− 1

γ2
+

|u(x) + ũ(x)|2 = γ+
|ξ1(x)|2 − |ξ2(x)|2

|ξ1(x)|2 + |ξ2(x)|2
.

The sign of the expression on the LHS is of course ε(x) by construction. The sign of the expression on the
RHS is the product of the sign of γ+ and that of |ξ1(x)|2 − |ξ2(x)|2. The latter is completely determined

by u(x). Finally, (4.12) is a consequence of the fact that (P (x)σ3)2 = −γ2+
4 1I as is checked directly.

4.1.3 Time evolution

The construction of a Bäcklund transformation is useful if it is compatible with the time evolution of the
PDE of interest. Consider Q(x, t) ∈ S(R) subject to Ut−Vx+ [U, V ] = 0. For each t ≥ 0, construct P (x, t)
as the solution of (4.1)-(4.2), and hence also the corresponding L(x, t, λ) which then satisfies (4.4). In
line with Definition 4.2, define then the new potential Q̃(x, t) = −Q(x, t) + i[σ3, P (x, t)σ3], for each t ≥ 0.
Call it the Bäcklund transformation of Q(x, t) via (ρ, γ+) and write Q̃(x, t) = Lρ,γ+ [Q](x, t). Then, the
following well known result shows that the new potential also satisfies NLS if and only if L satisfies the
t-part of the gauge transformation equation. Specifically, we have

Lemma 4.6. The following equivalence holds:

Ũt − Ṽx + [Ũ , Ṽ ] = 0⇐⇒ Lt(x, t, λ) = Ṽ (x, t, λ)L(x, t, λ)− L(x, t, λ)V (x, t, λ) (4.13)

where Ṽ is given by replacing Q by Q̃ in (2.5).

Proof: Indeed, we start by proving the implication from the left to the right by assuming that L satisfies
the t-part of the gauge transformation equation. Since L also satisfies (4.4), the compatibility Lxt = Ltx
yields (

Ũt − Ṽx + [Ũ , Ṽ ]
)
L = L (Ut − Vx + [U, V ]) = 0 .

Hence, Ũt − Ṽx + [Ũ , Ṽ ] = 0. Conversely, assume that Ũt − Ṽx + [Ũ , Ṽ ] = 0. Set ∆ = Lt − Ṽ L+ LV . An
explicit calculation gives

∆ = Pt − ρ
(
iρ

2
[σ3, P ]− Q̃P − PQ

)
+ i
(
Q̃xσ3 + Q̃2σ3

)
P − iP

(
Qxσ3 +Q2σ3

)
, (4.14)
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which shows that ∆ does not depend on λ. Now, 0 =
(
Ũt − Ṽx + [Ũ , Ṽ ]

)
L = iλ[σ3,∆] + ∆x − Q̃∆ +Q∆.

Since ∆ does not depend on λ, the last equation gives us [σ3,∆] = 0 and ∆x = Q̃∆ − Q∆. The former
equation means that ∆ is diagonal. The latter, as a consequence, implies that ∆ is constant with respect
to x since the term on the right-hand side is off-diagonal. Thus, we can evaluate the constant value of ∆

using (4.14) as x→∞. Since Q(x) ∈ S(R) and lim
x→+∞

P (x, t, λ) =
iγ+

2
1I, we find ∆ = 0 as desired.

4.2 Revisiting the case of Robin boundary conditions

Consider the initial-boundary value problem for the NLS on a half line with Robin BCs
iut + uxx + 2|u|2u = 0 for x ≥ 0, t ≥ 0,

u(x, 0) = u0(x) ∈ S(R+) (initial condition),

ux(0, t) + θu(0, t) = 0 , t ≥ 0, θ ∈ R\{0}, (Robin BCs).

(4.15)

As mentioned in the introduction, the use of Bäcklund transformation to map the above initial-boundary
value problem to an initial value problem has been successfully studied, see for example [8, 22]. In what
follows, we connect this method with the Sklyanin’s approach to integrable BCs [33] and then show how
the matrix L(x, λ) that we constructed in Lemma 4.1 induces this map. From Sklyanin’s work [33], one
knows that Robin BCs are equivalent to

V (0, t,−λ)K(λ)−K(λ)V (0, t, λ) = 0 , (4.16)

where, in this subsection, the boundary K matrix is the one associated to Robin BCs, i.e.

K(λ) = λσ3 +
iθ

2
1I . (4.17)

To map the above initial-boundary value problem on the half-line to an initial problem value problem using
the Bäcklund transformation approach, it suffices to construct a Bäcklund matrix L(x, t, λ) such that:

1. L(x, t, λ) has a diagonal time-independent value at x = 0 given by

L(0, t, λ) = K(λ) , (4.18)

2. if the transformed Lax pair under L is denoted by (Ũ , Ṽ ), we have

Ũ(−x, t,−λ) = −U(x, t, λ) , Ṽ (−x, t,−λ) = V (x, t, λ) . (4.19)

Indeed, using the time evolution equation for L, i.e.

Lt(x, t, λ) = Ṽ (x, t, λ)L(x, t, λ)− L(x, t, λ)V (x, t, λ) (4.20)

and evaluating at x = 0 with (4.18) and (4.19), one obtains (4.16) which is equivalent to Robin BCs. As
already said, since the matrix K(λ) on the right of Eq. (4.18) is time-independent, the construction of L
can be done at time t = 0 using equation Lx = ŨL − LU and fixing its value at x = 0 as in (4.18). This
leads to a time-independent diagonal value of L as x→∞. The following result is a well-known fact.
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Lemma 4.7. Let Q(x) be an element of S(R) and Ψ(x, λ) a 2 × 2 invertible solution of (2.10) at time
t = 0. Then

S(λ) = lim
x→∞

e−iλσ3xΨ(−x, λ)Ψ−1(x, λ)e−iλσ3x. (4.21)

Proof: A proof can be found in [22, Lemma 4.27].

To apply the above strategy in order to solve the initial-boundary value problem (4.15) but with the
Bäcklund matrix L(x, λ) as we constructed it in Lemma 4.1 at time t = 0, we need the following result.
It relates our construction using the boundary condition for L(x, λ) as x → ∞ infinity to the traditional
construction fixing L(0, λ).

Lemma 4.8. Let u(x) ∈ S(R) be such that its scattering coefficient a(λ) has n simple zeros λ1, . . . , λn in
C+. Let L(x, λ) be given as in (4.3) where P (x) solves (4.1)-(4.2). If ũ(x) = Lρ,γ+ [u](x) is such that

ũ(x) = −u(−x) (4.22)

holds, then

γ− = γ+ ≡ γ , ρ = 0 , and L(0, λ) = λσ3 +
i(−1)nγ

2
1I . (4.23)

Proof: If (4.22) is satisfied then Ũ(−x,−λ) = −U(x, λ). Jost solutions are then related by

Ψ̃±(−x,−λ) = Ψ∓(x, λ). (4.24)

From Lemma 4.1, Eqs. (4.6) and (4.24), one then deduces

Ψ±(x, λ) = L(x, λ)−1Ψ∓(−x,−λ)

((
λ+

ρ

2

)
σ3 +

iγ±
2

1I

)
, λ ∈ R.

It follows that Ψ+(x, λ) = L(x, λ)−1L(−x,−λ)−1Ψ+(x, λ)
((
−λ+ ρ

2

)
σ3 + iγ−

2 1I
)((

λ+ ρ
2

)
σ3 + iγ+

2 1I
)

, which

we rewrite as

Ψ+(x, λ)−1L(−x,−λ)L(x, λ)Ψ+(x, λ) =

((
−λ+

ρ

2

)
σ3 +

iγ−
2

1I

)((
λ+

ρ

2

)
σ3 +

iγ+

2
1I

)
. (4.25)

In fact, the latter relation is a consequence of the more general property that Ψ(x, λ)−1L(−x,−λ)L(x, λ)Ψ(x, λ)
is independent of x for any fundamental solution of Ψx = UΨ, as a direct calculation shows. In particular,
we must have((

−λ+
ρ

2

)
σ3 +

iγ−
2

1I

)((
λ+

ρ

2

)
σ3 +

iγ+

2
1I

)
= Ψ+(0, λ)−1L(0,−λ)L(0, λ)Ψ+(0, λ) . (4.26)

From (4.5), we have that P (0) is diagonal when Q̃(x)+Q(x) = 0 and from the properties of P (x) established
in Lemma 4.1, we see that P (0) = iν

2 1I with ν2 = γ2
+. Therefore, we obtain the condition

2iλ(γ− − γ+)σ3 + iρ(γ− + γ+)σ3 − γ−γ+1I = Ψ+(0, λ)−1(2iρνσ3)Ψ+(0, λ)− ν21I . (4.27)

Taking the trace and using ν2 = γ2
+ we deduce γ+ = γ− ≡ γ. Another consequence of (4.24) is that

S̃(λ) = S−1(−λ) so in particular b̃(λ) = −b(−λ) and ã(λ) = a∗(−λ). Combined with (4.8) and (4.9),
we obtain b(−λ) = 2λ+ρ−iγ

2λ+ρ+iγ b(λ) and a∗(−λ∗) = a(λ). The symmetry for b(λ) is consistent iff (ρ − iγ)2 =
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(ρ + iγ)2. Since γ 6= 0 this implies ρ = 0. For any fundamental solution Ψ(x, λ) relation (4.24) takes the
form Ψ̃(−x,−λ) = Ψ(x, λ)M(λ) for some matrix M(λ). Evaluating the latter equation at x = 0 = λ and

using (4.6), one obtains M(0) = iν
2 . Hence, using (4.6), one gets S(0) = lim

x→∞
Ψ(−x, 0)Ψ(x, 0)−1 =

γ

ν
.

Evaluating relation (4.7) at λ = 0 and using S̃(λ) = S(−λ)−1, one obtains S(0) = a(0)1I which means
a(0) = γ

ν . The scattering coefficient a(λ) has the following explicit form [2]

a(λ) =

n∏
k=1

λ− λk
λ− λ∗k

exp

(
1

2πi

∫
R

log
(
1− |b(z)|2

)
z − λ

dz

)
, Im(λ) > 0.

Computing lim
λ→0
Imλ>0

a(λ) from the above formula and using |b(λ)| = |b(−λ)|, one obtains a(0) =
n∏
k=1

λk
λ∗k

.

Combined this with a(λ) = a∗(−λ∗), one deduces a(0) = (−1)n. Hence, one has ν = (−1)nγ. This
completes the proof.

This lemma shows that the matrix transformation L(x, λ) we constructed in Lemma 4.1 has a diagonal
value at x = 0 which is equal to K(λ) upon setting γ+ = γ− ≡ γ to (−1)nθ. Therefore, in the case of
Robin BCs, fixing the boundary value of the Bäcklund transformation at x = 0 or as x → ∞ does not
make any difference. As Bikbaev and Tarasov noticed in [8], relation (4.22) can be reformulated in terms
of scattering data associated to u(x) as follows:

Proposition 4.9. Let u(x) ∈ S(R) be such that its scattering coefficient a(λ) has n simple zeros λ1, . . . , λn
in C+. Let L(x, λ) be given as in (4.3) where P (x) solves (4.1)-(4.2). Then u(x) satisfies condition (4.22)
if and only if the following symmetry on the scattering data holds

a∗(−λ∗) = a(λ), λ ∈ C+, b(−λ) =
2λ− iγ
2λ+ iγ

b(λ), λ ∈ R, (4.28)

λk 6= ±iγ/2 and γ(λk)γ
∗(−λ∗k) =

2λk + iγ

2λk − iγ
, k = 1, . . . , n. (4.29)

Proof: In view of Lemma 4.8, one can use the same proofs as in [8, 22] for instance. We do not repeat
them here.

We now summarise the nonlinear mirror image strategy, as proposed in [8], to solve (4.15). Starting
from the initial condition u0(x) ∈ S(R+) satisfying (u0)x + θu0 = 0 at x = 0, construct its Bäcklund
transformation ũ0(x) = L+

ρ,γ+ [u0](x) and introduce an extension uext0 (x) to the full line by setting

uext0 (x) =

{
u0(x) , x ≥ 0 ,

−ũ0(−x) , x < 0 .
(4.30)

Then: (i) It follows from Lemmas 4.3 and 4.8 that uext0 (x) satisfies condition (4.22) and Robin boundary
condition upon setting γ = (−1)nθ; (ii) The extension uext0 (x) provides valid initial data5 to implement
the inverse scattering method on R in order to obtain the solution uext(x, t) for t ≥ 0. The compatibility
of symmetries (4.28)-(4.29) with the time evolution a(t, λ) = a(λ), b(t, λ) = b(λ)e2iλ2t and γ(t, λk) =
γ(λk)e

2iλ2kt known from ISM, ensures that the condition ũext(x, t) = −uext(−x, t) now holds for all t ≥ 0.

5The only technicality involves smoothness properties at x = 0, see [22, Proposition 4.26] or Appendix D in [8]

18



As a consequence, so does the boundary condition uextx (0, t) + θuext(0, t) = 0 for all t ≥ 0. The desired
solution of (4.15) is simply obtained by taking u(x, t) = uext(x, t)|R+ .

The Bäcklund matrix L(x, t, λ) that allowed us to map the initial-boundary value problem (4.15) to an
initial-value problem has been constructed by fixing its value as x→∞.

5 Nonlinear mirror image method: case of the time-dependent BCs

5.1 General strategy

To tackle the time-dependent BCs given by (2.3), we follow the method reviewed in detail so far. We look
for a BT induced by a matrix B(x, t, λ) such that

Bx = ŨB −BU , Bt = Ṽ B −BV , (5.1)

with (U, V ) the Lax pair of NLS equation, (Ũ , Ṽ ) the transformed Lax pair under B, and such that

B(0, t, λ) = K(t, λ) (5.2)

with K(t, λ) given by (2.6)-(2.7), when the folding symmetry

Ũ(−x, t,−λ) = −U(x, t, λ) (5.3)

is required. The following argument suggests how to proceed. In each step, we consider a Bäcklund
transformation induced by a matrix of the form (4.3). Consider a first Bäcklund transformation L1(x, λ)
yielding Q̂(x) from Q(x) i.e. satisfying

L1x(x, λ) = Û(x, λ)L1(x, λ)− L1(x, λ)U(x, λ) .

With Û(x, λ) thus obtained, we can consider the transformation L2 yielding −Q̂(−x) from Q̂(x), i.e. a
solution of

L2x(x, λ) = −Û(−x,−λ)L2(x, λ)− L2(x, λ)Û(x, λ) .

It is given by L2(x, λ) = Ψ̂(−x,−λ)C2(λ)Ψ̂−1(x, λ) for some matrix C2(λ) independent of x and where
Ψ̂(x, λ) is a solution of Ψ̂x(x, λ) = Û(x, λ)Ψ̂(x, λ)6. Finally we consider a third transformation L3 producing
Q̃(x) from −Q̂(−x),

L3x(x, λ) = Ũ(x, λ)L3(x, λ) + L3(x, λ)Û(−x,−λ) .

By construction B(x, λ) = L3L2L1(x, λ) provides a Bäcklund transformation from Q(x) to Q̃(x),i.e.

Bx(x, λ) = Ũ(x, λ)B(x, λ)−B(x, λ)U(x, λ) . (5.4)

A direct calculation then gives

Ũ(x, λ) + U(−x,−λ)

= L−1
1 (−x,−λ)

(
∂x(L1(−x,−λ)L3(x, λ))−

[
L1(−x,−λ)L3(x, λ), Û(−x,−λ)

])
L−1

3 (x, λ) . (5.5)

Hence the folding condition Ũ(x, λ) + U(−x,−λ) = 0 is equivalent to

∂x(L1(−x,−λ)L3(x, λ)) =
[
L1(−x,−λ)L3(x, λ), Û(−x,−λ)

]
,

6The exact normalisation would come from fixing a boundary condition but is not relevant for our argument.
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which in turns is equivalent to

L1(−x,−λ)L3(x, λ) = Ψ̂(−x,−λ)C3(λ)Ψ̂−1(−x,−λ) ,

for some matrix C3(λ). Using this to eliminate L3 and recalling the expression of L2, we obtain

B(x, λ) = L−1
1 (−x,−λ)Ψ̂(−x,−λ)C3(λ)C2(λ)Ψ̂−1(x, λ)L1(x, λ). (5.6)

Choosing for definiteness the Jost solution Ψ̂+(x, λ) and fixing the boundary condition for B in (5.4) as

lim
x→∞

B(x, λ) = h(λ) [(−2λ+ ρ)σ3 − iγ−] [(2λ+ ρ)σ3 + iγ+] , (5.7)

where h(λ) = 1
(2λ−ρ)2+γ2+

, we obtain that

lim
x→∞

Ψ̂+(−x,−λ)C3(λ)C2(λ)Ψ̂−1
+ (x, λ) = 1I ,

which yields C3(λ)C2(λ) = Ŝ−1(−λ). Summarising and recalling that Ψ̂+(−x,−λ)Ŝ−1(−λ) = Ψ̂−(−x,−λ),
we have obtained that the folding symmetry is equivalent to

B(x, λ) = L−1
1 (−x,−λ)Ψ̂−(−x,−λ)Ψ̂−1

+ (x, λ)L1(x, λ) . (5.8)

This suggests that of all the possible potentials Q(x), those that are such that Q̂(x) = −Q̂(−x) will fulfill
the desired conditions. Indeed, in that special case of (4.24), we have Ψ̂−(−x,−λ)Ψ̂−1

+ (x, λ) = 1I and

B(x, λ) = L−1
1 (−x,−λ)L1(x, λ) . (5.9)

It remains to check that such a B can satisfy (5.2) to ensure that it is the right candidate with the required
properties. Using Proposition 4.5, which gives

L1(x, λ) =
(
λ+

ρ

2

)
σ3 +

i

2

ε1(x)
√
γ2

+ − |û+ u|2 û+ u

−(û+ u)∗ ε1(x)
√
γ2

+ − |û+ u|2

 , (5.10)

a direct calculation shows, recalling that we work under the assumption û(x) = −û(−x),

B(0, λ) = L−1
1 (0,−λ)L1(0, λ) =

1

(2λ− ρ)2 + γ2
+

(
−4λ21I− 4iλH + γ2

+ + ρ2
)
, (5.11)

with

H =

ε1(0)
√
γ2

+ − |u|2(0) u(0)

u∗(0) −ε1(0)
√
γ2

+ − |u|2(0)

 . (5.12)

This is the desired result, see (2.6), if we set ρ = β and γ2
+ = α2. In view of the results of Section 4 about

the time evolution compatibility of a Bäcklund transformation, we can conclude that our B will satisfy
(5.2).

Summarising the discussion, we construct B(x, λ) as the product L−1
1 (−x,−λ)L1(x, λ) to realise the

Bäcklund transformation Q 7→ Q̃ where L1(x, λ) realises the map Q 7→ Q̂ = L1ρ,γ+ [Q] and we consider

those potentials Q(x) that are such that Q̂ is an odd function. This automatically ensures the folding
condition Q̃(x) = −Q(−x). This is the analog in our case of Q being “q-symmetric” in the terminology of
[22] who dealt with the Robin case. In the rest of this article, we fix

ρ = β , γ+ = εα , ε = ±1 . (5.13)
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5.2 Results

Our first task is to characterise the symmetry properties of the scattering data of a potential Q(x) satisfying
the condition we have just discussed i.e. Q̂ = L1ρ,γ+ [Q] is an odd function. Unlike the Robin case, this
condition does not impose γ+ = γ− and we have to consider the two cases γ+ = ±γ−. We proceed in
several steps, concentrating on the continuous data first.

Proposition 5.1. Let Q(x) ∈ S(R) be such that Q̂ = L1ρ,γ+ [Q] is an odd function. Then, its scattering
data satisfies

S−1(−λ) = B(λ)S(λ)B(−λ) , B(λ) =

(
2λ+β+iγ−
−2λ+β+iγ+

0

0 2λ+β−iγ−
−2λ+β−iγ+

)
. (5.14)

Explicitly, if γ+ = γ− = εα, we get

a(−λ) = a∗(λ∗) , b(−λ) = −2λ+ β − iεα
2λ+ β + iεα

2λ− β − iεα
2λ− β + iεα

b(λ) . (5.15)

If γ+ = −γ− = εα, we get

a(−λ) =
2λ+ β − iεα
2λ+ β + iεα

2λ− β + iεα

2λ− β − iεα
a∗(λ∗) , b(−λ) = −b(λ) . (5.16)

Proof: We have the following relation between Jost solutions

Ψ̂±(x, λ) = L1(x, λ)Ψ±(x, λ)L−1
± (λ) , L±(λ) = lim

x→±∞
L1(x, λ) =

(
λ+

ρ

2

)
σ3 +

iγ±
2

1I . (5.17)

It implies in particular that Ŝ(λ) = L−(λ)S(λ)L−1
+ (λ). Since Û(−x,−λ) = −Û(x, λ), we also have

Ψ̂±(−x,−λ) = Ψ̂∓(x, λ) . (5.18)

This implies in particular that Ŝ−1(−λ) = Ŝ(λ). Combining these two results, and recalling that ρ = β
and γ+ = εα, yields (5.14) with B(λ) = L−1

+ (−λ)L−(λ) as desired.
These symmetries have consequences for the possible discrete data. We gather the result in the following
Proposition.

Proposition 5.2. Let Q(x) ∈ S(R) be such that Q̂ = L1ρ,γ+ [Q] is an odd function.

1. If γ+ = γ− = εα:

• The zeros of a(λ) are composed of p pairs (λk,−λ∗k), k = 1, . . . , p and s self-symmetric zeros
[9] λk = iσk ∈ iR+, k = 1, . . . , s. The number s of self-symmetric zeros is necessarily even.
Explicitly,

a(λ) =

p∏
j=1

λ− λj
λ− λ∗j

λ+ λ∗j
λ+ λj

s∏
k=1

λ− iσk
λ+ iσk

exp

(
1

2πi

∫
R

log
(
1− |b(z)|2

)
z − λ

dz

)
. (5.19)

• The related norming constants satisfy the symmetry relation

γ∗(−λ∗k)γ(λk) = −2λk − β + iεα

2λk − β − iεα
2λk + β + iεα

2λk + β − iεα
, k = 1, . . . , 2p+ s . (5.20)
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2. If γ+ = −γ− = εα:

• The zeros of a(λ) include −β+iα
2 when ε = 1 or β+iα

2 when ε = −1, and p pairs (λk,−λ∗k),
k = 1, . . . , p. There are no self-symmetric zeros. Explicitly,

a(λ) =


2λ+ β − iα
2λ+ β + iα

p∏
j=1

λ− λj
λ− λ∗j

λ+ λ∗j
λ+ λj

exp

(
1

2πi

∫
R

log
(
1− |b(z)|2

)
z − λ

dz

)
, ε = 1 ,

2λ− β − iα
2λ− β + iα

p∏
j=1

λ− λj
λ− λ∗j

λ+ λ∗j
λ+ λj

exp

(
1

2πi

∫
R

log
(
1− |b(z)|2

)
z − λ

dz

)
, ε = −1 ,

(5.21)

• The related norming constants satisfy the symmetry relation

γ∗(−λ∗k)γ(λk) = −1 , k = 1, . . . , p . (5.22)

Proof: We first derive the properties of the zeros of a(λ) in each case and will provide a proof for the relation
of the norming constants at the end as it can be done in one go for both cases. In the case γ+ = γ−,
relation (5.15) implies that if λk is a zero of a(λ) then so is −λ∗k and the first claim follows. Note that none
of these zeros can be equal to (β+ iα)/2 in view of the summary given after Lemma 4.1. Using (5.17) and
(5.18), we obtain

Ψ+(−x,−λ) = B(x, λ)Ψ−(x, λ)B−1(λ) (5.23)

where B(x, λ) is given as in (5.9) and B(λ) as in (5.14). This implies Ψ−(0, 0)S(0) = B(0, 0)Ψ−(0, 0)B−1(0)
i.e. , since B(0, 0) = 1I and B(0) = 1I when γ+ = γ−, S(0) = 1I. Thus a(0) = 1. But from (5.19), we have
a(0) = (−1)2p+s so s must be even.

In the case γ+ = −γ−, relation (5.16) is rephrased by introducing

A(λ) =


2λ+ β + iα

2λ+ β − iα
a(λ) , ε = 1 ,

2λ− β + iα

2λ− β − iα
a(λ) , ε = −1 ,

(5.24)

in terms of which it reads A(−λ) = A∗(λ∗). This is the same relation as dealt with before so we deduce that
the zeros of A(λ) come in pairs or in singlets of purely imaginary numbers and (5.21) follows. We use again
(5.23) to deduce Ψ−(0, 0)S(0) = B(0, 0)Ψ−(0, 0)B−1(0) but this time, since γ+ = −γ− = εα, B−1(0) =(
β+iεα
β−iεα 0

0 β−iεα
β+iεα

)
. Therefore, a(0) = β−iεα

β+iεα . Comparing with (5.21) which gives a(0) = (−1)2p+s β−iεα
β+iεα , we

deduce again that s is even. In fact s = 0 because (5.22) (whose proof is next) would implies |γ(iσk)|2 = −1,
a contradiction.

We turn to the proof of the relation on the norming constants for which we don’t need to distinguish
the cases. Eq. (5.23) gives the following relations between the column vectors of Ψ±

Ψ
(1)
+ (−x,−λ) = B(x, λ)Ψ

(1)
− (x, λ)

−2λ+ ρ+ iγ+
2λ+ ρ+ iγ−

, (5.25)

Ψ
(2)
+ (−x,−λ) = B(x, λ)Ψ

(2)
− (x, λ)

−2λ+ ρ− iγ+
2λ+ ρ− iγ−

. (5.26)

Evaluating (5.25) at λ = λk and recalling that Ψ
(1)
− (x, λk) = γ(λk)Ψ

(2)
+ (x, λk) we get

Ψ
(1)
+ (−x,−λk) = γ(λk)B(x, λk)Ψ

(2)
+ (x, λk)

−2λk + ρ+ iγ+

2λk + ρ+ iγ−
.
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Now, evaluating (5.26) at λ = −λk and using it to eliminate Ψ
(2)
+ (x, λk) yields

Ψ
(1)
+ (−x,−λk) = γ(λk)B(x, λk)B(−x,−λk)︸ ︷︷ ︸

1I

Ψ
(2)
− (−x,−λk)

2λk + ρ− iγ+

−2λk + ρ− iγ−
−2λk + ρ+ iγ+

2λk + ρ+ iγ−
.

Recalling the NLS symmetry (2.14) which gives

Ψ
(1)
+ (x, λ) = −NΨ

(2)∗
+ (x, λ∗) , Ψ

(2)
− (x, λ) = NΨ

(1)∗
− (x, λ∗) ,

and the relation Ψ
(1)∗
− (−x,−λ∗k) = γ∗(−λ∗k)Ψ

(2)∗
+ (−x,−λ∗k), we get

Ψ
(2)∗
+ (−x,−λ∗k) = −γ(λk)γ

∗(−λ∗k)
2λk + ρ− iγ+

−2λk + ρ− iγ−
−2λk + ρ+ iγ+

2λk + ρ+ iγ−
Ψ

(2)∗
+ (−x,−λ∗k) .

The result follows by spelling out the two cases γ+ = γ− or γ+ = −γ− and substituting ρ = β and γ+ = εα.

The main novelty is the first fraction in (5.21) which shows the presence of a single, not purely imaginary,
zero. In the absence of any other zero i.e. n = 0, and assuming the pure soliton case i.e. b(λ) = 0, this
is precisely the term that gives rise to the emitted or absorbed soliton in (2.16). The norming constant
related to this zero has no special constraint, which explains that x0 and φ are arbitrary in (2.16).

Remark 5.3. In expression (5.21), we could ask what happens for instance if one zero λk is equal to

(−β + iα)/2. A short calculation shows that a(λ) would then contain the factor
(

2λ+β−iα
2λ+β+iα

)2
2λ−β−iα
2λ−β+iα . In

that case, (−β + iα)/2 would be a double zero which takes us beyond our working hypothesis of generic
potentials. However, this is a tantalising possibility in general to investigate the properties of emission and
absorption of more elaborate soliton solutions by a time-dependent boundary.

We now discuss the converse of Propositions 5.1 and 5.2. The short argument in [8] uses the known
one-to-one correspondence in ISM between a generic potential of the type we consider in this work and its
scattering data. We can invoke the same result here and conclude that a potential u is such that û is odd
(equivalently ũ(x) = −u(−x)) if and only if its scattering data satisfies the symmetries of Propositions 5.1
and 5.2. In the case γ+ = γ−, we also present in Appendix B a direct (but long) proof along the lines of that
given in [22] which uses Riemann-Hilbert problems techniques. It illustrates the main differences between
the present case and the Robin case detailed in [22]. In particular the use of a two-step construction
mimicking the construction of B(x, λ) from L1(x, λ) is detailed.

Proposition 5.4. Let Q(x) ∈ S(R) be such that its scattering data satisfies the symmetries of Propositions
5.1 and 5.2. Then ũ(x) = −u(−x) holds.

The compatibility of this whole construction with the desired time evolution must be established. Since
B(x, λ) is constructed entirely on L1(x, λ) (composed as in (5.9)), this step is ensured by Lemma 4.6 and
the setup explained before it. Specifically

Proposition 5.5. For each t ≥ 0, let u(x, t) ∈ S(R) be a given solution of NLS, and L1(x, t, λ) be as in
(4.3) with P (x, t) constructed as in Lemma 4.1. Suppose û(x, t) = L1ρ,γ+ [u](x, t) is and odd function in x.
Then, with ρ = β, γ+ = εα,

B(0, t, λ) = K(t, λ) , (5.27)

and
Kt(t, λ) = V (0, t,−λ)K(t, λ)−K(t, λ)V (0, t, λ) . (5.28)
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Proof: Lemma 4.6 applied to B(x, t, λ), combined with the fact that Ṽ (x, t, λ) = V (x, t,−λ) (since û(x, t) =
−û(−x, t) is equivalent to ũ(x, t) = −u(−x, t)), yields

Bt(0, t, λ) = V (0, t,−λ)B(0, t, λ)−B(0, t, λ)V (0, t, λ) .

It remains to show that B(0, t, λ) = K(t, λ). This is exactly the same calculation leading to (5.11)-(5.12)
but with the time dependence included. For completeness, here are the main steps. A direct calculation
yields

B(x, t, λ) (5.29)

= h(λ)
[
−4λ21I− 4λσ3 (P (x, t) + P (−x, t)) + 2ρσ3 (P (x, t)− P (−x, t))− 4σ3P (x, t)σ3P (−x, t) + ρ2

]
,

so
B(0, t, λ) = h(λ)

[
−4λ2 − 8λσ3P (0, t)− 4(σ3P (0, t))2 + ρ2

]
. (5.30)

For each t ≥ 0, P (x, t) has the properties given in Proposition 4.5 so, recalling that û(x, t) is an odd
function in x (so û(0, t) = 0), we get

σ3P (0, t) =
i

2

ε(0, t)√γ2
+ − |u|2(0, t) u(0, t)

u∗(0, t) −ε(0, t)
√
γ2

+ − |u|2(0, t)

 . (5.31)

This also gives (σ3P (0, t))2 = −γ2+
4 1I, completing the proof.

The result that the symmetries on the scattering data are compatible with the time evolution also holds
by the same reasoning that B is the composition of two Bäcklund transformations constructed on L1.

So far, the method outlined gives a way to construct solutions of the desired initial-boundary value
problem from solutions on the full line with special symmetries. This already provides a very large class
of solutions to the initial-boundary value problem, including our new class of solutions with one ab-
sorbed/emitted soliton. Strictly speaking, as in the Robin case, the final step to claim to have solved the
original initial-boundary value problem is to consider an appropriate extension of the initial data given on
the half-line to an admissible initial data on the full line which automatically satisfies the desired folding
symmetry. In [22], it was shown that, in the Robin case, all solution of the initial-boundary value problem
are actually of this form, meaning that they arise as restrictions of solutions on the full line obtained by
extension and having the appropriate symmetries. In the present paper, we do not aim at proving the
analogous general result. Let us finish this section by presenting some results about this final step. The
above construction ensures that we can follow the prescription of [8]: if u ∈ S(R+) is the given data on
the half-line and ũ(x) its Bäcklund transform under B, then set

uext(x) =

{
u(x) , x > 0 ,

−ũ(−x) , x < 0 .
(5.32)

This extension satisfies the desired symmetry property by construction since B induces an involution. The
only technical point is its smoothness at x = 0. As in the Robin case, the boundary conditions ensure
continuity of the function, its first derivative and its second derivative automatically. In the present case
we have the additional results that all higher odd order derivative are also continuous. The continuity of
the even ones could be ensured in principle by imposing higher order boundary conditions in the spirit
of Appendix D in [8]. In fact, the recent work [40] gives an account on such higher boundary conditions
which are compatible with NLS. We do not elaborate further on this here and simply give the following
partial result on this issue.

24



Lemma 5.6 (Smoothness of the Bäcklund extension). The Bäcklund extension (5.32) is of class C2 and
its odd derivatives to all orders are continuous.

Proof: By definition, Qext(x) is an element of S (R\{0}). We only need to check its smoothness properties
at x = 0. For convenience, let us write (5.29) for short as B(x, λ) = h(λ)

[
−4λ2 + λB1(x) +B2(x)

]
, where

B1(x) = −4(σ3P (x)+σ3P (−x)) and B2(x) = 2ρ(σ3P (x)−σ3P (−x))−4σ3P (x)σ3P (−x)−ρ2. From (5.4) it follows
that

Q̃(x) = Q+
i

4
[B1, σ3], B1x = i[B2, σ3] + Q̃B1 −B1Q, B2x = Q̃B2 −B2Q. (5.33)

A direct calculation shows that Qext(0+)−Qext(0−) = 2Q(0)+2i[σ3, σ3P (0)] = 0, which means that Qext(x)
is continuous at x = 0. Using the explicit expression of B1(x) above, we deduce that ∂2n+1B1(0) = 0, for
all positive integer n. Therefore, all ∂2n+1Q

ext(x) are exist and are continuous at x = 0. Finally,

Qextxx (0+)−Qextxx (0−) = Qxx(0) + Q̃xx(0)

= 2Qxx(0) +
i

2
[B1xx(0), σ3]

= 2

(
0 uxx + (α2 + β2)u− 2ε(0)uxΛ

−u∗xx − (α2 + β2)u∗ + 2ε(0)u∗xΛ 0

)
= 0, (5.34)

where Λ =
√
α2 − |u|2(0), on account of the fact that we assume that u satisfies (2.2).

These smoothness properties are compatible with time evolution by construction.

5.3 Special case: multisoliton solutions

A special case of our results contains those in [27] that were obtained by dressing. Specifically, the
formulas for the position and phase shifts presented in Remark 2 of [27] can be obtained from the formulas
in Proposition 5.2, in the case γ+ = γ−, with some standard algebraic manipulations. Their explicit form
in general is not crucial for our purposes. We will see an example below. In structure, these are the same
as the ones originally given in [11] for the Robin case. The essential difference accounting for the presence
of different boundary conditions is the appearance of the function 2λ+β−iεα

2λ+β+iεα
2λ−β−iεα
2λ−β+iεα which replaces the

function 2λ−iθ
2λ+iθ characteristic of the Robin case. However, the new case γ+ = −γ− has not been seen before

by the method of [27].

Two solitons reflected. In the case γ+ = γ−, we can apply our results to compute a two-soliton
solution on the half-line being reflected by the boundary at x = 0. It suffices to use the four-soliton
solution of NLS on the full line, recalled in Section 3.4, with the constraints given in Proposition 5.2: the
discrete data satisfies λ3 = −λ∗1, λ4 = −λ∗2 and the associated norming constants are linked by, for k=1,2:

c(λk+2)∗ =
−1

c(λk)a′(λk)a′(−λ∗k)∗
2λk − β + iεα

2λk − β − iεα
2λk + β + iεα

2λk + β − iεα
. (5.35)

Fig. 1 shows two plots of two-soliton solutions for different choices of the parameters and both reflected
by the boundary. Of course, such pictures will look very familiar to the reader accustomed to solitons
reflections in the Robin case. The point is to offer a visual appreciation of the integrability of the time-
dependent case. Between the two plots, the only parameter that we changed is the position shift ξ1, ξ2 of
each soliton. This is the analog with a boundary of the well known property that solitons undergo elastic
collisions whose order is irrelevant on the final result of position and phase shifts. The plots in Fig. 1 are to
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Figure 1: 2D-contour plots of |u(x, t)| corresponding to two solitons reflected with time-dependent BCs
(2.3) for α = 2 and β = 1. The same zeros λ1 = 1 + 2i and λ2 = (1 + 5i)/2 are used for both plots
and with ε = 1 in (5.35). The norming constants are c(λ1) = −4e−20, c(λ2) = 5e5 on the left and
c(λ1) = −4e4, c(λ2) = 5e−10 on the right.

be compared with the graphical representation of the (quantum) reflection equation in Fig. 2 which is well
known in quantum integrable systems. The main reason to mention this is that, in the multicomponent
case, soliton collisions among themselves and with a boundary are related with the set-theoretical Yang-
Baxter and reflection equations and provide examples of Yang-Baxter and reflection maps, see [19] and
references therein. The extension of such ideas to the present time-dependent BCs is an interesting open
problem.

=

12

1

2

Figure 2: Line representation of the (quantum) reflection equation depicting a two-particle process being
factorised into two possible successions of particle-particle interactions and particle-boundary interactions.
The consistency of the two possibilities which must yield the same physical scattering matrix requires the
reflection equation.
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Figure 3: 2D-contour plots of |u(x, t)| corresponding to two solitons, one reflected and one absorbed with
time-dependent BCs (2.3) for α = 4, β = 2. The same zeros λ0 = 1 + 2i and λ1 = (1 + 5i)/2 are used for
both plots. The norming constants are c(λ0) = 1, c(λ1) = 5e15 on the left and c(λ0) = e20, c(λ1) = 5 on
the right.

One soliton reflected and one absorbed. The previous result with two-soliton reflected on the half-
line is similar to the ones obtained for the Robin boundary condition and corresponds to the case γ+ = γ−.
We now turn to the new possibility offered by the time-dependent case i.e. γ+ = −γ−. A completely new
type of solution is then possible, as mentioned previously: one soliton may be absorbed/emitted by the
boundary. To illustrate this type of solutions, in this paragraph, we focus on the case when one soliton
is absorbed and one is reflected. This is obtained from a three-soliton solution of NLS on the full line,
recalled in Section 3.4, with a(λ) given by (5.21) with p = 1 (and b(λ) = 0). This means that two of the
three zeros/norming constant are required to obey the symmetry relations of Proposition 5.2 part 2. The
third zero, say λ0 is the special zero involving the boundary parameters α and β: λ0 = −β/2 + iα/2 or
λ0 = β/2 + iα/2. The sign of the real part determines whether the soliton travels towards or away from
the boundary. The norming constants associated to the reflected soliton are linked by (see (5.22))

c(λ2) =
−1

c(λ1)∗ a′(λ1)∗ a′(−λ∗1)
, (5.36)

whereas the norming constant c(λ0) is free.
Fig. 3 and Fig. 4 show such plots for different choices of parameters, to mimick the situation in Fig. 1,

but with the essential difference that one of the two incoming soliton is absorbed by the boundary, while
the other is reflected as before.

Fig. 5 shows the line representation of the equations underpinning the phenomenon of Fig. 3 and
Fig. 4, in the same way as Fig. 2 does for Fig. 1. Somewhat intriguingly, if we interpret the absorption
(or emission) of the single soliton as a type of transmission into the boundary (or to the mirror half-line),
these equations correspond to (quantum) reflection-transmission equations, see e.g. [17, 13] and references
therein. This puzzling observation deserves further investigation beyond the scope of this work.

One soliton reflected and one emitted. A solutions with one soliton reflected and one emitted can
simply be obtained from the previous solution by changing the sign of the velocity of the absorbed soliton
in the previous paragraph i.e. the sign of the real part of λ0. Graphs for such solutions are easily obtained
by reversing the time flow, t→ −t, in the figures of the previous paragraph.
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Figure 4: 2D-contour plots of |u(x, t)| corresponding to two solitons, one reflected and one absorbed with
time-dependent BCs (2.3) for α = 6, β = 1. The same zeros λ0 = (1+6i)/2 and λ1 = (2+5i)/2 are used for
both plots. The norming constants are c(λ0) = 4e16, c(λ1) = 5 on the left and c(λ0) = 4e−8, c(λ1) = 5e15

on the right.
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Figure 5: Line representation of two-soliton solutions when one is absorbed.

6 Conclusions and outlook

Motivated by a programme of unification of various approaches to integrable boundary conditions, we
implemented the nonlinear mirror image method to construct solutions for NLS on the half-line with an
time-dependent boundary condition at x = 0. The main technical difficulty was to overcome the time-
dependence of the Bäcklund matrix at x = 0 by imposing its behaviour at infinity instead. We showed that
in the Robin case, this provides a completely equivalent procedure as the well-known one orginally developed
in [8]. We then applied it to the new, time-dependent case to successfully map the initial-boundary value
problem to a problem on the full line with certain symmetries on the scattering data. Doing so, in addition
to a class of solutions that is very similar in structure to those in the Robin case, we discovered a class
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of solutions that could not be seen in the time-independent case. In terms of soliton content, this class
predicts that there is a single soliton that can be absorbed or emitted by the boundary while the others
are paired up as in the Robin case. A mechanism of soliton generation by a boundary was identified in [24]
with methods of the unified transform. In this formalism, conditions for such solutions were formulated
in the spectral space only and soliton generation was derived using the long-time asymptotic techniques
of the nonlinear steepest descent method. In particular, it is not know what boundary conditions in real
space would give rise to this behaviour. We stress that the present results are different in nature for two
reasons: we are able to provide explicit formulas for the soliton absorption or emission and the boundary
conditions in real space are clearly identified and integrable.

As mentioned in the introduction, the programme of unification of approaches to boundary conditions
in integrable PDEs has made some progress and, as the present work shows, leads to interesting new effects,
but it is far from complete as far as the Fokas method is concerned. The missing link is the incorporation
of time-dependent linearizable BCs in the Fokas method. From what we have explained, those are defined
to be such that there exists a matrix K(t, λ) and a transformation ν of the spectral parameter such that

∂tK(t, λ) = V (0, t, λ)K(t, λ)−K(t, λ)V (0, t, ν(λ)) .

In the case where ν is an involution (like in the present work where ν(k) = −k, one can then asks the
question of the connection with the nonlinear mirror image method, as was done in [10] for Robin BCs.
Beyond this, the case of (modified) KdV , which was one the main motivations behind the Fokas method,
seems very interesting as ν is not an involution and a connection with a version of the mirror image method
is not clear.

We should point out that we only investigated a single absorbed or emitted soliton in the new class
of solutions since we had been working all along under the assumption of single zeros in the scattering
coefficient a(λ) (generic potentials). However, by lifting this constraint, it is possible to imagine having
solution corresponding to higher order zeros whose values are dictated by the boundary parameters, pro-
ducing potentially trains of absorbed or emitted solitons or bound states of such solitons. This tantalising
possibility deserves further investigation.

Related to this last point, the question of “higher” compatible time-dependent boundary conditions,
in the sense for instance of the recent work [40] is also an avenue for potentially interesting phenomena at
the boundary. The presence of more boundary parameters could allow in principle to have solitons with
different speed or amplitude being absorbed or emitted. This is speculation at this stage but appears to
be an interesting open problem.

As mentioned in Section 5.3, the generalisation of the notion of reflection maps introduced in [19] in
relation with the vector NLS with time-independent boundary conditions seems a natural continuation of
the present work with potentially two rewards: new examples of reflection maps and a completely new
set of maps related to what could be called set-theoretical reflection-transmission maps. Again the latter
point is rather speculative but we allow ourselves to mention it in the conclusion as this is rather intriguing
possibility.

Finally, we have alluded to quantum counterparts of the present work in several places. Work is
in preparation in order to understand some aspects of such a quantisation of time-dependent boundary
conditions.

Acknowledgment: N. Crampé acknowledges the hospitality of the School of Mathematics, University
of Leeds where this work was started. N. Crampé’s visit was partially supported by the Research Visitor
Centre of the School of Mathematics.
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A Proof of Lemma 4.1

It is convenient to work with P1(x) = P (x)σ3 which satisfies

P1x =

[
iρ

2
σ3 −Q+ iσ3P1, P1

]
. (A.1)

This equation implies that d
dxTrPn1 = 0 for all n ≥ 1. Hence, the eigenvalues of P1 are constant and

therefore equal to ± iγ+
2 in view of (4.2) which translates into lim

x→+∞
P1(x) =

iγ+

2
σ3. The eigenvalues being

distinct, P1(x) is diagonalisable and we have

P1(x) = ϕ1(x)

(
iγ+

2
σ3

)
ϕ1(x)−1

for some invertible matrix ϕ1(x). Inserting back into (A.1) yields[
ϕ1x(x)ϕ1(x)−1, ϕ1(x)

(
iγ+
2
σ3

)
ϕ1(x)−1

]
=

[
iρ

2
σ3 −Q+ iσ3ϕ1(x)

(
iγ+
2
σ3

)
ϕ1(x)−1, ϕ1(x)

(
iγ+
2
σ3

)
ϕ1(x)−1

]
,

which means that

ϕ1x(x)ϕ1(x)−1 −
(
iρ

2
σ3 −Q+ iσ3ϕ1(x)

(
iγ+
2
σ3

)
ϕ1(x)−1

)
= M(x)

with
[
M(x), ϕ1(x)

(
iγ+
2 σ3

)
ϕ1(x)−1

]
= 0. In turn, this implies that ϕ1(x)−1M(x)ϕ1(x) ≡ D(x) is a diago-

nal matrix. The matrix ϕ1 is not uniquely defined and it is always possible to consider the transformation
ϕ1 7→ ϕ1h where h is an invertible diagonal matrix without changing P1. We use this freedom to choose h
such that hx = −Dh and set ϕ = ϕ1h, with the conclusion that

P1(x) = ϕ(x)

(
iγ+
2
σ3

)
ϕ(x)−1

where ϕ is a nonsingular (or fundamental) solution of

ϕx(x) =

(
iρ

2
σ3 −Q

)
ϕ+ iσ3ϕ(x)

(
iγ+

2
σ3

)
. (A.2)

Writing ϕ = (ϕ1, ϕ2) where ϕ1,2 are the column vectors of ϕ, we see that

ϕ1x(x) = (−iλ+σ3 −Q)ϕ1 , ϕ2x(x) = (−iλ∗+σ3 −Q)ϕ2 , λ+ = −ρ+ iγ+

2
.

We impose the standard conditions

lim
x→+∞

ϕ1(x)eiλ+x =

(
1
0

)
, lim

x→+∞
ϕ2(x)e−iλ

∗
+x =

(
0
1

)
. (A.3)

Eq. (A.2) is unchanged under the transformation ϕ(x) 7→ Nϕ∗(x)N−1 where N =

(
0 −1
1 0

)
. Hence, in

general there exists a nonsingular matrix C such that ϕ(x) = Nϕ∗(x)N−1C. Taking into account (A.3),
we find C = 1I, so ϕ2(x) = Nϕ∗1(x), and hence the matrix ϕ(x) can be written as

ϕ(x) =

(
ξ1(x) −ξ2(x)∗

ξ2(x) ξ1(x)∗

)
.
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Thus, P1(x) takes the following form

P1(x) =
iγ+

2(|ξ1(x)|2 + |ξ2(x)|2)

(
|ξ1(x)|2 − |ξ2(x)|2 2ξ2(x)∗ξ1(x)

2ξ1(x)∗ξ2(x) −
(
|ξ1(x)|2 − |ξ2(x)|2

)
.

)
(A.4)

Therefore, it is enough to solve for ϕ1 which we recall is a solution of the linear problem

ϕ1x = (−iλ+σ3 −Q)ϕ1 , (A.5)

with the condition lim
x→+∞

ϕ1(x)eiλ+x = e1. The rest of the construction of P1(x) and its properties hinges

on the following important standard result, see e.g. [20, pp. 104-105]. Eq. (A.5) admits two fundamental
solutions χ±(x) satisfying

lim
x→±∞

χ±(x)eiλ+xσ3 = 1I . (A.6)

Note that they are not necessarily unique. Also, we point out that their relation with the Jost solutions
appropriately continued in the complex half-plane is key in the following. So we need to distinguish the
cases γ+ > 0 and γ+ < 0. We will need the following known properties of the Jost solutions and scattering
data (see e.g. [28, 31] for more details). For λ ∈ C±,

lim
x→∓∞

Ψ
(1)
∓ (x, λ)eiλx =

(
1
0

)
, lim

x→±∞
Ψ

(2)
± (x, λ)e−iλx =

(
0
1

)
, (A.7)

for λ in any compact subset of C+,

lim
x→+∞

Ψ
(1)
− (x, λ)eiλx =

(
a(λ)

0

)
, lim

x→−∞
Ψ

(2)
+ (x, λ)e−iλx =

(
0

a(λ)

)
, (A.8)

and for λ in any compact subset of C−,

lim
x→−∞

Ψ
(1)
+ (x, λ)eiλx =

(
a∗(λ)

0

)
, lim

x→+∞
Ψ

(2)
− (x, λ)e−iλx =

(
0

a∗(λ)

)
. (A.9)

Case γ+ < 0: In that case λ+ ∈ C+ and it could be a zero of a(λ) or not. Suppose first that

a(λ+) 6= 0. Then we know that Ψ
(1)
− (x, λ+) and Ψ

(2)
+ (x, λ+) are linearly independent. From the first

equation in (3.4) and the asymptotic behaviour in (A.7) and (A.8), we see that we can take X(x) =

σ3(Ψ
(1)
− (x, λ+)/a(λ+),Ψ

(2)
+ (x, λ+)) as a fundamental matrix for (A.5). Hence, we have

ϕ1(x) = X(x)

(
µ1

µ2

)
(A.10)

for some constants µ1 and µ2. Condition (A.3) yields µ1 = 1 but µ2 is free. As x → −∞, we have

ϕ1(x) ∼
(
e−iλ+x/a(λ+)
−µ2a(λ+)eiλ+x

)
. There are two sub-cases, either µ2 6= 0 or µ2 = 0. Assume that µ2 6= 0. Then,

ξ1(x)
ξ2(x) → 0 as x→ −∞ which leads to

lim
x→−∞

P1(x) =
−iγ+

2
σ3 .

If µ2 = 0, then

lim
x→−∞

P1(x) =
iγ+

2
σ3 .
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Suppose now that a(λ+) = 0. Then Ψ
(1)
− (x, λ+) and Ψ

(2)
+ (x, λ+) are no longer linearly independent. Our

strategy is to use the fundamental solution χ−(x) to exhibit a convenient fundamental matrix that we

will use to determine ϕ1(x). On the one hand, we know that ϕ1(x) = χ+(x)

(
1
c

)
for some constant c

and that χ+(x) = χ−(x)C for some constant invertible matrix C. Hence ϕ1(x) = χ−(x)

(
α
β

)
for some

constants α, β. Finally, we also have that σ3Ψ
(1)
− (x, λ+) = χ−(x)

(
1
d

)
for some constant d. Hence, let us

define Y (x) = (σ3Ψ
(1)
− (x, λ+), χ−2 (x)) where χ−2 (x) is the second column vector of χ−(x). This is also a

fundamental matrix since Y (x) = χ−(x)

(
1 0
d 1

)
and it satisfies

lim
x→−∞

Y (x)eiλ+xσ3 = 1I .

Putting everything together, we have ϕ1(x) = Y (x)

(
α
δ

)
where δ = β − αd is some constant. We now

show that δ 6= 0 necessarily. Since a(λ+) = 0, we know that Ψ
(1)
− (x, λ+) = γΨ

(2)
+ (x, λ+) so that Y (x) =

(γσ3Ψ
(2)
+ (x, λ+), χ−2 (x)). Finally, we also have χ−2 (x) = χ+(x)

(
µ
ν

)
for some constants µ, ν. Hence,

lim
x→+∞

ϕ1(x)eiλ+x = lim
x→+∞

(
γσ3Ψ

(2)
+ (x, λ+), χ+(x)

(
µ
ν

))(
α
δ

)
eiλ+x

= lim
x→+∞

(
γσ3Ψ

(2)
+ (x, λ+)e−iλ+x, χ+(x)eiλ+xσ3

(
µ

νe2iλ+x

))(
αe2iλ+x

δ

)
=

(
0 µ
−γ 0

)(
0
δ

)
. (A.11)

Comparing with (A.3), we obtain µδ = 1 thus showing that δ 6= 0. Therefore, going back to ϕ1(x) =

Y (x)

(
α
δ

)
with Y (x) = (σ3Ψ

(1)
− (x, λ+), χ−2 (x)), we obtain that ϕ1(x) ∼

(
αe−iλ+x

δeiλ+x

)
as x → −∞, with

δ 6= 0. Hence, ξ1(x)
ξ2(x) → 0 as x→ −∞ which leads to

lim
x→−∞

P1(x) = − iγ+

2
σ3 .

Case γ+ > 0: In that case λ+ ∈ C− and it could be a zero of a∗(λ) or not, or equivalently, λ∗+ could be
a zero of a(λ) or not. We follow a similar strategy as for the previous case but the change of sign in γ+

yields a major difference: here ϕ1(x) = σ3Ψ
(1)
+ (x, λ+). Indeed, in general we have

ϕ1(x) = χ+(x)

(
ν1

ν2

)
, Ψ

(1)
+ (x, λ+) = σ3χ

+(x)

(
τ1

τ2

)
,

for some constants ν1, ν2, τ1 and τ2. Imposing (A.3) and the asymptotic of Ψ
(1)
+ (x, λ) as in (A.7) requires

ν1 = 1 = τ1 and ν2 = 0 = τ2. Suppose first that a∗(λ+) 6= 0, then we can use the first limit in (A.9) and
deduce that

lim
x→−∞

P1(x) =
iγ+

2
σ3 .
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Suppose now that a∗(λ+) = 0 so that Ψ
(1)
+ (x, λ+) and Ψ

(2)
− (x, λ+) are no longer linearly independent

and Ψ
(1)
+ (x, λ+) = γ

′
Ψ

(2)
− (x, λ+) for some nonzero constant γ

′
. We can use the asymptotic behaviour of

Ψ
(2)
− (x, λ) given in (A.7) to conclude that

lim
x→−∞

P1(x) = − iγ+

2
σ3 .

This concludes the proof of part (a). For part (b), we can adapt the proof of [36, Theorem 6.6] whose
main points are as follows. From the construction of ϕ1(x), in all cases, we have either ξ1(x)/ξ2(x) or
ξ2(x)/ξ1(x) tends to 0 exponentially as e∓|γ+|x as x → ±∞. Hence, from (A.4), we see that [σ3, P1(x)]
decays exponentially as x→ ±∞. We can see that in the equation

P1x =
iρ

2
[σ3, P1] + i[σ3, P1]P1 − [Q,P1], (A.12)

the first two terms on the right-hand side decay exponentially while the third term has the same decay as
Q which is assumed to be in S(R). Thus P1x has the same decay as Q. Hence, by repeated differentiation
of (A.1), we obtain that P1x has the same decay properties as Q at ±∞ and therefore belongs to S(R).

B Proof of Proposition 5.4

We consider the case γ− = γ+ and denote this common value by γ instead of εα for convenience in
this proof. Similarly we keep ρ instead of β. Let us assume that symmetries (5.15) and (5.20) are
satisfied. We will adapt the strategy proposed in [22] to show that ũ(x) = −u(−x) holds. Consider
µ(x, λ) = (µ1(x, λ), µ2(x, λ)) the solution to the normalized RHP with jump matrix given by

v(x, λ) :=

(
1 + |r(λ)|2 −r∗(λ)e−2iλx

−r(λ)e2iλx 1

)
.

Consider two functions q1(x) and E1(x) defined as

q1(x) = σ3

(
µ1

(
x, λ̂

)
, µ2

(
x, λ̂∗

))
, E1(x) = q1(x)σ3

(
iγ

2

)
q1(x)−1σ3, λ̂ = −ρ+ iγ

2
. (B.1)

Set

µ̂(x, λ) ≡

Z(x, λ)µ(x, λ)z(λ)−1, λ ∈ C+\
{
−ρ+i|γ|

2

}
,

Z(x, λ)µ(x, λ)z(λ)−1, λ ∈ C−\
{
−ρ−i|γ|

2

}
,

(B.2)

where Z(x, λ) =
(
λ+ ρ

2

)
σ3 +E1(x) and z(λ) =

(
λ+ ρ

2

)
σ3 + iγ

2 1I. Consider other two functions q2(x) and
E2(x)

q2(x) =
(
µ̂1

(
x,−λ̂

)
, µ̂2

(
x,−λ̂∗

))
, E2(x) = σ3q2(x)

(
iγ

2

)
σ3q2(x)−1.

Let us define the following matrix function

µ̃(x, λ) ≡

NW (x, λ)µ̂(x, λ)w(λ)−1a(λ)σ3N−1, λ ∈ C+\
{
ρ+i|γ|

2

}
,

NW (x, λ)µ̂(x, λ)w(λ)−1a∗(λ∗)−σ3N−1, λ ∈ C−\
{
ρ−i|γ|

2

}
,

(B.3)

where W (x, λ) =
(
−λ+ ρ

2

)
σ3 − E2(x) and w(λ) =

(
−λ+ ρ

2

)
σ3 − iγ

2 1I.
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We claim:
µ(x, λ) = µ̃∗(−x,−λ∗). (B.4)

(µ̃−)−1 µ̃+(x, λ) = Na∗(λ)σ3z(λ)w(λ)v(x, λ) (z(λ)w(λ))−1 a(λ)σ3N−1

= N

(
(1 + |r(λ)|2)|a|2 − 2λ+ρ+iγ

2λ−ρ+iγ
2λ+ρ−iγ
2λ−ρ−iγ

a∗(λ)
a(λ)

r∗(λ)e−2iλx

− 2λ−ρ+iγ
2λ+ρ+iγ

2λ−ρ−iγ
2λ+ρ−iγ

a(λ)
a∗(λ)r(λ)e2iλx 1

|a(λ)|2

)
N−1

=

(
1 + |r(−λ)|2 −e2iλxr(−λ)

−e−2iλxr∗(−λ) 1

)
.

Set µ(x, λ) ≡ µ̃∗(−x,−λ∗). Then,(
µ−
)−1

µ+(x, λ) =
(

(µ̃−)−1 µ̃+(−x,−λ)
)∗

= v(x, λ).

When a(λ) admits a finite number of simple zeros λk ∈ C+,

Res
λ=λk

µ(x, λ) = lim
λ→λk

(λ− λk)µ(x, λ) = lim
λ→λk

µ(x, λ)

(
0 0

c(λk)e
2iλkx 0

)
.

Equivalently,
lim
λ→λk

a(λ)µ1(x, λ) = γ(λk)e
2iλkxµ2(x, λk).

For µ(x, λ), we have(
Res
λ=−λ∗

k

µ(−x, λ)

)∗
= lim
λ→−λ∗

k

[(λ− (−λ∗k))µ(−x, λ)]
∗

= lim
λ→λk

−(λ− λk)µ∗(−x,−λ∗)

= − lim
λ→λk

N(WZ)(x, λ)(λ− λk)µ(x, λ)a(λ)σ3 (z(λ)w(λ))
−1
N−1

= −N(WZ)(x, λk)

[
0

µ2(x, λk)

a′(λk)

]
((zw)(λk))

−1
N−1

= −4N(WZ)(x, λk)

[
1

2λk + ρ− iγ
1

2λk − ρ− iγ
1

a′(λk)
µ2(x, λk) 0

]
, (B.5)

Thus at −λ∗k, the second column of µ(x, λ) is analytic, and the first column has a simple pole. Similarly, at
−λk the first column of µ(x, λ) is analytic, and the second column has a simple pole. On the other hand,
we have

lim
λ→−λ∗

k

[
µ(−x, λ)

(
0 0

e−2iλ
∗
kxc(−λ∗k) 0

)]∗
= lim
λ→λk

µ∗(−x,−λ∗)
(

0 0
e2iλkxc∗(−λ∗k) 0

)
= lim
λ→λk

N(WZ)(x, λ)µ(x, λ)a(λ)σ3 [(zw)(λ)]
−1
(
e2iλkxc∗(−λ∗k) 0

0 0

)
= −4N(WZ)(x, λk)

[
γ(λk)

2λk + ρ+ iγ

c∗(−λ∗k)

2λk − ρ+ iγ
µ2(x, λk) 0

]
, (B.6)

Note that c(λk) stands for the discrete data that appears in the normalised RHP for µ(x, λ). Compare
(B.5) and (B.6), using (5.20) and the first equation in (5.15), one gets

c(−λ∗k) =

[
2λk − ρ+ iγ

2λk − ρ− iγ
2λk + ρ+ iγ

2λk + ρ− iγ
1

γ(λk)

1

a′(λk)

]∗
= − γ(−λ∗k)

(a′(λk))∗
=
γ(−λ∗k)

a′(−λ∗k)
= c(−λ∗k).
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Hence, it follows that c(λk) = c(λk). Let us discuss what happens at λ = λ̂, λ̂∗,−λ̂,−λ̂∗:

µ̂(x, λ) = Z(x, λ)µ(x, λ)z(λ)−1 = q1(x)σ3

( [
(σ3q1(x))−1µ

]
11

− 2λ+ρ+iγ
2λ+ρ−iγ

[
(σ3q1(x))−1µ

]
12

− 2λ+ρ−iγ
2λ+ρ+iγ

[
(σ3q1(x))−1µ

]
21

[
(σ3q1(x))−1µ

]
22

)
,

Note that
[
(σ3q1(x))−1µ(x, λ)

]
21

= 0 and
[
(σ3q1(x))−1µ(x, λ)

]
12

= 0 at λ̂ and λ̂∗, respectively. This means

that µ̂(x, λ) does not have any pole at λ̂ and λ̂∗. Again

W (x, λ)µ̂(x, λ)w(λ)−1 = σ3q2(x)

( [
σ3q2(x)−1µ̂

]
11

− 2λ−ρ+iγ
2λ−ρ−iγ

[
σ3q2(x)−1µ̂

]
12

− 2λ−ρ−iγ
2λ−ρ+iγ

[
σ3q2(x)−1µ̂

]
21

[
σ3q2(x)−1µ̂

]
22

)

Note that
[
σ3q2(x)−1µ̂

]
21

(x,−λ̂) = 0 and
[
σ3q2(x)−1µ̂

]
12

(x,−λ̂∗) = 0. Combined with the above discus-

sion, we see that µ̃∗(−x,−λ∗) does not have extra poles at λ̂, λ̂∗,−λ̂,−λ̂∗. Therefore, we have proved the
above claim. In terms of vector columns, Eq (B.4) is:
For λ ∈ C+

µ1(x, λ) =
−1

a∗(−λ∗)
(
−
(
λ+ ρ

2

)
+ iγ

2

)N(Wµ̂2)∗(−x,−λ∗), µ2(x, λ) =
a∗(−λ∗)
λ+ ρ

2
+ iγ

2

N(Wµ̂1)∗(−x,−λ∗), (B.7)

and, for λ ∈ C−

µ1(x, λ) =
−a(−λ)

−
(
λ+ ρ

2

)
+ iγ

2

N(Wµ̂2)∗(−x,−λ∗), µ2(x, λ) =
1

a(−λ)
(
λ+ ρ

2
+ iγ

2

)N(Wµ̂1)∗(−x,−λ∗) (B.8)

Assume that γ < 0, so λ̂ ∈ C+. Using Nµ̂∗(x, λ∗)N−1 = µ̂(x, λ) and NW ∗(x, λ∗)N−1 = W (x, λ), it follows
from the first Eq. in (B.7) and the second in (B.8)

µ1

(
x, λ̂

)
=

1

iγa
(
λ̂
)W (

−x,−λ̂
)
µ̂1(−x,−λ̂), µ2

(
x, λ̂∗

)
=

1

iγa
(
−λ̂∗

)W (
−x,−λ̂∗

)
µ̂2

(
−x,−λ̂∗

)
.

A direct calculation shows that

W (−x,−λ̂) = σ3q2(−x)

(
−iγ 0

0 0

)
σ3q2(−x)−1, W (−x,−λ̂∗) = σ3q2(−x)

(
0 0
0 −iγ

)
σ3q2(−x)−1,

which implies µ1

(
x, λ̂

)
= 1

a(λ̂)
σ3q2(−x)σ3

(
1
0

)
, µ2

(
x, λ̂∗

)
= − 1

a(−λ̂∗)
σ3q2(−x)σ3

(
0
1

)
. Therefore, one has

q1(x) = σ3

(
µ1

(
x, λ̂

)
, µ2

(
x, λ̂∗

))
= −q2(−x)

 1

a(λ̂)
0

0 1

a(−λ̂∗)

σ3, from which a direct calculation shows that

E1(x) = σ3E2(−x)σ3. (B.9)

From the direct scattering problem, we know that
Ψ

(1)
− (x,λ̂)
a(λ̂)

= e−iλ̂xµ1

(
x, λ̂

)
. Hence, since a

(
λ̂
)
6= 0 and

γ+ = γ−, from (A.10) (the constant µ2 = 0) we have

ϕ(x) = σ3

Ψ
(1)
−

(
x, λ̂

)
a
(
λ̂
) ,

NΨ
(1)
−
∗ (
x, λ̂

)
a∗
(
λ̂
)

 = σ3

(
e−iλ̂xµ1

(
x, λ̂

)
, eiλ̂

∗xNµ∗1

(
x, λ̂

))
= q1(x)

(
e−iλ̂x 0

0 eiλ̂
∗x

)
.

It follows that,

P (x) = ϕ(x)

(
iγ

2

)
σ3ϕ(x)−1σ3 = q1(x)

(
iγ

2

)
σ3q1(x)−1σ3 = E1(x). (B.10)
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The case γ > 0 will lead to the same conclusion, one needs to use the others equations in (B.7) and (B.8) in-

stead. Let µ(x, λ) = 1I+m(x)
λ +O

(
λ−2

)
and a(λ) = 1+ a1

λ +O
(
λ−2

)
be the asymptotic expansions as λ→∞.

As µ̃(x, λ) = µ∗(−x,−λ∗), it follows from (B.3) that −m∗(−x) = N (m(x) + (a1 − ρ)σ3 + σ3(P (−x) + P (x)))N−1

Again, using the symmetries µ(x, λ) = Nµ∗(x, λ∗)N−1, P (x) = NP ∗(x)N−1 we see thatm12(x) = −m∗21(x)
and P12(x) = −P ∗21(x). Then, it follows that

u(x) = 2im12(x) = −2i
[
N (m(−x) + a1σ3 − ρσ3 + σ3P (x) + σ3P (−x))N−1

]∗
12

= 2i [m(−x) + P (−x) + P (x)]
∗
21 = 2im∗21(−x) + [P ∗(x) + P ∗(−x)]21

= −2im12(−x)− 2i [P (x) + P (−x)]12 = − (u(−x) + 2i [P (x) + P (−x)]12)

= − (u(−x) + 2i [P (x) + P (−x)]12) = −ũ(−x).
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[5] J. Avan, V. Caudrelier, and N. Crampé. From Hamiltonian to zero curvature formulation for classical
integrable boundary conditions. Journal of Physics A: Mathematical and Theoretical, 51(30):30LT01,
2018.

[6] J. Avan and A. Doikou. Integrable boundary conditions and modified Lax equations. Nuclear Physics
B, 800(3):591–612, 2008.

[7] R. Beals and R. R. Coifman. Scattering and inverse scattering for first order systems. Communications
on Pure and Applied Mathematics, 37(1):39–90, 1984.

[8] R. Bikbaev and V. Tarasov. Initial boundary value problem for the nonlinear Schrödinger equation.
Journal of Physics A: Mathematical and General, 24(11):2507, 1991.

[9] G. Biondini and A. Bui. On the nonlinear Schrödinger equation on the half line with homogeneous
Robin boundary conditions. Studies in Applied Mathematics, 129(3):249–271, 2012.

[10] G. Biondini, A. Fokas, and D. Shepelsky. Comparison of Two Approaches to the Initial Boundary Value
Problem for the Nonlinear Schrödinger Equation on the Half-Line with Robin Boundary Conditions.
in Unified Transform for Boundary Value Problems: Applications and Advances, Chapter 3 :pp49–60,
2014.

[11] G. Biondini and G. Hwang. Solitons, boundary value problems and a nonlinear method of images.
Journal of Physics A: Mathematical and Theoretical, 42(20):205207, 2009.

36



[12] P. Bowcock, E. Corrigan, P. Dorey, and R. Rietdijk. Classically integrable boundary conditions for
affine Toda field theories. Nuclear Physics B, 445(2-3):469–500, 1995.

[13] V. Caudrelier. Factorization in integrable systems with impurity. Czechoslovak Journal of Physics,
55(11):1365–1370, 2005.

[14] V. Caudrelier. On a systematic approach to defects in classical integrable field theories. International
Journal of Geometric Methods in Modern Physics, 5(07):1085–1108, 2008.

[15] V. Caudrelier. Interplay between the Inverse Scattering Method and Fokas’s unified transform with
an application. Studies in Applied Mathematics, 140(1):3–26, 2018.
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